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Preface

The members of the Organizing Committee of SIMS 2004 are pleased to present the Proceedings
of SIMS 2004. The SIMS 2004 conference is the 45’th annual conference of the Scandinavian
Simulation Society, SIMS.
In Denmark the conference is held for the third time in a row at the Technical University of
Denmark hosted by the Department of Mechanical Engineering. SIMS’95 and SIMS 2000 were
also hosted here. For the first time the Danish section of SIMS, Dansk Simuleringsforening, has
been involved in the organization of the conference. Dansk Simuleringsforening was formed in
2001 among others by the Department of Mechanical Engineering of the Technical University of
Denmark and by Department of Energy Engineering of Aalborg University.
This year it was decided to include Computer Animation as a topic for the conference, and the
Department of Computer Science at the University of Copenhagen was invited to take part in
the organization. We find that the extension of the conference scope has been a success, and we
conclude that the extension has strengthened the cross-disciplined nature of the conference.
The proceedings clearly show the many and different areas, where modelling and simulation are
invaluable tools for the scientists and engineers. The paper handling was performed using the
CyberChair system, and 85 abstracts were submitted in the areas of: Refrigeration Mechani-
cal/Electronic Systems, Energy Systems, Manufacturing Processes, Numerical Methods, Simu-
lation of Communication Systems, Modelling and Simulation Tools, Process Optimization and
Diagnostics, Animation (Rigid- and Soft-body Simulation), Process Industry, and Gass Distrib-
ution. From these were 52 papers included in the proceedings. Geographically the authors are
mainly from Scandinavia, but we are happy to find that a substantial amount of authors from all
of the world have contributed. It is our hope that the participants will benefit from the cross-
discipline relations that will occur at the conference.
The organizers wish to express gratitude to the large work performed by the reviewers listed
elsewhere in the proceedings by supplying the authors with valuable comments and suggestions
for improvements of their papers. In addition, we would like to thank the sponsors also listed
elsewhere in the proceedings, without whose contributions it would not have been possible to
host a conference at such a high scientific level.

We hope you enjoy the conference and the proceedings,

Brian Elmegaard, Jon Sporring, Kim Sørensen, and Kenny Erleben
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A SIM-SERV TEST CASE IN THE UK                                                      
FOR  SIMULATION OF MANUFACTURING PROCESSES 

 
Lorenzo Aldini* and  Raffaele Maccioni 

Actsolutions S.r .l.,  
21040 Jerago con Orago, Varese, Italy  

  
 

 

Abstract  

For this costumer placed in Belfast, UK, simulation has been used to investigate the manufacturing process, 
to evaluate bottlenecks and to prepare the background for simulation based, in-line scheduling. The actual 
problem at the shop floor deals with synchronizing work flows and optimizing production in conjunction 
with customer orders . Over 1700 different kinds of orders can be manufactured at the shop floor and the 
first task in building the model, was to separate the wide amount of different types of products into main 
groups. Using the simulation model in connection with more advanced scheduling tools, production 
managers expect significant improvements of the production efficiency, obtained by reducing the waiting 
time in queues and by increasing the usage of the resources.  

 
Overview of the manufactur ing at the 
shop floor  
 
At the shop floor metal sheets are stored in 
automatic storage/retrieval system (FMS) that feeds 
all of the 6 punching machines. Generally products 
are completed on one machine however there is 
flexibility to allow component transfer between  
machines for breakdowns.  After punching, the steel 
is returned into the FMS, then the punched parts are 
brought to any of 14 folding machines. All 
machines need an operator full time. Furthermore 
each machine is manned at all time with an 
additional operator, or trainer, per shift to help 
facilitate 2 man operations for some of the larger 
components. Next step is welding: since the work 
here is done manually, the capacity depends on the 
number of workers allocated to this section.  The 
absolute maximum of workers working in this 

section at the same time is 17. Then there is a 
fettling process, again  capacity depending on the 
number of workers, the maximum being 12 per 
shift.  Next, there are two paint lines, moving at 
constant speed. The paint line conveyer speed can 
be adjusted to suit capacity requirements. The 
maximum number of operators required per line is 8 
for loading and unloading and 4 for the painting 
operation.  The paint lines do stop every hour to 
allow the changeover of personnel, also due to the 
complex nature of the product the paint lines are 
stopped on a regular basis to allow the painters to 
touch up the more complex products.  The painted 
parts are then moved to two assembly lines and to a 
nutserting area. The personnel on the paint line 
stagger lunch breacks so that the line can run 
continuously. The parts once nutserted are then 
moved into and out of dispatch. Maximum number 
of operators in the nutserting area is 5 per shift.  The 
two assembly lines are designed for mixed model 
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production: the Lister line is dedicated 
predominantly for one range of semi-products, 
although a limited number of other semi-products 
can be accommodated on this line. The main line is 
used for all of the other products including 
prototypes. The main  line has 10 stations and varies 
from 1 operator per station to 5 operators per 
station. The Lister assembly line has 8 stations, all 
of which are 1-man operations. Finished products 
are transferred onto shipping pallets and booked 
into stock.  

 
 

Figure 1: shop floor, work flow of the main 
products by routing 

 

 

The problem to be solved and the role 
of Sim-Serv  

The general management requested the plant to 
improve its performance with the following goals:  

- Reduction in WIP by 20%  
- Reduction in finished goods inventory by 25%  
- Increase Plant efficiency by >5%  
 
The plant management intended to study in a 
systematic way all possible losses and identify all 
space for improvement. They planned to identify 
bottlenecks and search for techniques to eliminate 
them; study the effects of breakdowns and 

absenteeism; calculate the maximum possible 
output that can be achieved with the existing 
resources and study the effect of additional 
resources (machines, workers); study what 
improvements could be achieved by better 
production planning and scheduling. Sim-Serv’s 
dissemination activities had made them aware of the 
power of simulation models. They invited Sim-
Serv’s experts to visit them and discuss a possible 
application of this technology and how it could help 
them achieve the above stated goals. In the 
discussion, it became clear very quickly, that a 
simulation model would enable them to find 
answers to all the questions listed above, and that 
the financial risk of using such a model would be 
rather low.  In co-operation with Sim-Serv experts, 
a specification of the simulation model and of the 
objectives of its use was developed, This was sent 
by Sim-Serv to a number of experienced simulation 
service providers across Europe. Within a week’s 
time, three interesting offers were submitted by 
suppliers from different EU member states.They 
differed in price as well as with regard to the later 
use of the model for planning and scheduling 
support.   
Sim-Serv assisted the costumer in the evaluation of 
these offers and in negotiating details with the 
suppliers. Finally, a decision was made, and a 
contract signed with the preferred supplier 
Actsolutions from Italy.  

 

The approach  

The functional specification developed by Sim-Serv 
already contained many data relevant for model 
development. Based on this specification, 
Actsolutions developed a list of more detailed data 
that they would need to build the model. Local 
technical staff in Belfast contributed by collecting 
all the relevant data from the factory database over a 
period of one month, focusing on processing times 
for automatic and manual procedures at workshops 
and on the distribution of different types of products 
manufactured at the shop floor, in order to feed the 
simulation with realistic samples. Some criteria to 
classify the different types of products were 
suggested on the basis of the data collected. The 
first classification distinguishes between two main 
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products, the so called Canopies and White Goods.  
Canopies are big boxes manufactured and 
assembled as containers for diesel engines. White 
Goods are smaller products that don’t require 
assembly at the shop floor. They are mainly used as 
parts for control panels. There are around 1700 
white goods and 60 Canopies, each Canopy made 
up of 40 or more parts. Each part has a unique 
routing through the facility. This means that all 
products will follow certain routing but not all 
products will go to each operation i.e. some 
products are just punched, painted and then 
dispatched, whereas some products will be punched, 
folded, welded, fettled, painted, assembled and then 
dispatched.  White Goods have been divided into 
eight groups, depending on different routing (fig.1). 
Further classification by number of folds, number of 
welding points, or by painting colour have been 
studied to refine the model.  On the side of 
Canopies, a good sample has been given by taking a 
list of the top thirty Canopies manufactured in 2003. 
A full day visit at the plant at mid December 2003 
allowed the discussion of the data with the local 
staff.   At a second meeting two months later, the 
simulation model developed by using Arena 
Rockwell Software[1] was validated with 
significant results. In the time between the two 
meetings, the work proceeded by exchanging 
information though the internet.  
 

 

Analysis of results  

While programming the simulation model, 
relevant production data were collected into a 
framework that helped to go deep in the process 
features. The use of the simulation model 
brought to better understanding of the limits of 
the workshops and made it possible see 
bottlenecks while increasing loading. Some 
experiments were carried out to emphasize the 
effects of overloads. Having tested the model in 
regular situation, with an average of around 72 
white goods batch orders/day and 50 
canopies/day, two more scenarios were tested 
under the following conditions: 30% increase of 
the number of Canopies.  30% increase of the 
number of White Goods. An additional 
situation was checked, with regular orders’ 

flow but reduced number of operators at the 
workshops of welding and fettling.  In each 
situation, Arena model simulated thirty days 
running with ten repetitions.  The analysis 
focused on the flow times, on the usage of 
machines and on the queues. The most 
interesting results about the increase of the flow 
times are summarized in table 1.    The increase 
of flow times due to bottlenecks are highlighted 
in red.  Note that White Goods batch orders 
find their bottleneck at Folding, while Canopies 
at Welding.  An apparently strange effect in the 
reduction of flow times for White Goods, while 
increasing the number of canopies, can be 
explained as consequence of congestion in the 
Canopy lines, that leaves more resources 
available for the White Goods. Finally, the 
reduction of the number of operators at welding 
and at fettling has a dramatic effect in the 
increase of process times at welding. The use of 
this simulation tool has been helping the 
fulfillment of the stated goals, as plant 
efficiency slightly increases by using this 
software, making realistic the desired goal of 
5% improvement. Since it hasn’t been used to 
support in-line scheduling yet, we don’t have 
data to confirm the quantitative benefits 
required for WIP reduction and for finished 
goods inventory reduction.  

 

Future developments  

Real time monitoring of the flows and of the 
utilization of machines and of operators, are 
key issues for the improvement of process 
control. The overall efficiency depends on the 
reliability of the machines and on  the 
effectiveness of the reactions to breakdowns. 
While the manufacturing process is running,  
inline scheduling can be achieved by evaluating 
the work load in each workshop and re-
scheduling can be done when failures or 
unexpected events occur. It is relevant to know 
if any change in scheduling determines better 
exploitation of all the resources. A detailed 

5

SIMS 45

Proceedings of SIMS 2004
Copenhagen, Denmark, September 23–24, 2004

www.scansims.org



simulation model can be useful in checking 
alternative scenarios, planning in-line 
scheduling and get the best exploitation of all 
the resources. Both simulation and scheduling 
software will be connected to the SAP System. 
The simulation model running real-time, taking 
data from the workshops and from the SAP 
system, will check the best schedule, according 
to the Key Performance Indicators (KPI) 
accepted and shared by the management (i.e.: 
minimization of set-up times, of flow times, 
etc.).  The work load, as weekly number of WG 
batch orders and of Canopies, will be set by 
production managers as well. According to 
these parameters the simulation model will run 
real-time to find out the best scheduling.   Long 
term steady simulation will run background to 
evaluate bottlenecks and suggest 
improvements, about the number and the  
distribution of the operators at workshops, the 
power of machines, etc.  All data required for 
inline scheduling will be collected from the 
operators and sent back to the shop floor 
through the PC network, supplied with field 
Instrumentation and connected to the SAP 
system.  

  
Folding  Welding  Fettling Painting 

 W.G.  23h  17h  11h  9h  
Regular   Canopies  28h  47h  30h  15h  

+ 30 %   W.G.  18h  11h  7h  7h  

Canopies  Canopies  36h  66h  29h  13h  

+ 30 %   W.G.  53h  43h  14h  12h  

W. G.  Canopies  29h  29h  23h  18h  

          - 8   
workers  

W.G.  24h  90h  32h  5.5h  

   at 
welding 

Canopies  28h  100h  60h  11h  

 
Table 1: Example of flow times at workshops 
with regular condition, and effects of more 
Canopies (2nd row), more White Goods (3rd 
row), less workers (4th row). 

Conclusion  

A preliminary simulation model has been 
developed for this Shop floor as Sim-Serv test 
case.  Analysis of data samples taken from the 
SAP system was executed to point out the 
processing times and allow the definition of 
basic categories for different kinds of orders, 
with focus on the sequences of workshops 
involved in manufacturing. The data analysis 
can be refined by taking a wider data sample 
and by including some more categories to 
distinguish other kinds of orders: at present, the 
simulation has been modelled with a degree of 
accuracy suitable to check the flow times as 
monthly averages, by changing the number of 
available operators or by increasing the amount 
of orders. This model can be used as support for 
monthly planning, or just for training purposes 
to investigate the process dynamics.  The 
further step, after refining the model 
adequately, aims to connect the simulator with 
in-line control tools, to manage scheduling 
synchronize work flows and optimize 
production in conjunction with customer orders.  
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HIGH TEMPERATURE

Anna Bellini ∗, Jesper Thorborg and Jesper Hattel
Technical University of Denmark

Department of Manufacturing Eng. and Management
2800 Lyngby

Denmark

Abstract
In order to satisfy the growing need in high quality aluminum cast parts of the automobile industries,
in the last decades the foundries have been showing an increasing interest in the implementation
of numerical simulations as part of their process design. As a consequence, it is possible to
find in literature several programs capable of simulating the entire casting process, i.e. filling,
solidification, as well as developed thermomechanical stresses. However, it is common practice in
the foundry industry that the results obtained by the simulation of the cast process are "forgotten"
during the analysis of the next phases, such as heat treatment and life prediction of the cast parts.
Because of the lack of numerical program tools capable of predicting the stress-strain behavior
of aluminum parts subjected to high temperature, it is indeed normally assumed that at the end
of the thermal treatment the residual stresses are negligible. Nevertheless, in order to account for
eventually "forgotten" thermal stresses, the automobile parts are usually over-designed.
It is the objective of this work, that is part of the IDEAL (IntegratedDevelopment Routes for
Optimized CastAluminium Components) project, financed by the EU in frame work 6 and born
in collaboration with the automobile and foundry industries, to fill the mentioned gap. Through
a systematic analysis of experimental tests, this study aims to develop a powerful predicting tool
capable of capturing stress relaxation effects through an adequate description of the creep behavior
of the aluminum alloys at high temperature.

Keywords:Viscoplasticity, creep, unified constitutive model, aluminum, high temperature.

Nomenclature
a constant of proportionality
A constant of proportionality
B material parameter
E elastic modulus [Pa]
K drag stress [Pa]
K∗ drag stress at steady state [Pa]
K̇ evolution rate of drag stress [Pa/s]
K0 initial drag stress [Pa]
L length of a specimen [m]
n exponent of the power law
Q activation energy [j/mol K]

∗Corresponding author. Phone: +45 4525 4739,
Fax: +45 4593 4570, E-mail:anna@ipl.dtu.dk

R universal gas constant [j/mol K]
Si j ij-component of the deviatoric stress

tensor [Pa]
t time [s]
tn time at thenth step [s]
T absolute temperature [K]
Tm absolute melting temperature [K]
ε total strain in 1-D
εn total strain at thenth step in 1-D
ε̇ in inelastic strain rate in 1-D [1/s]
ε in

e effective inelastic strain
ε̇ in

e effective inelastic strain rate [1/s]
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ε̇ in
i j ij-component of the inelastic strain

rate tensor [1/s]
σ stress level in 1-D [Pa]
σ∗ steady state stress level in

1-D [Pa]
σ trial trial stress in 1-D [Pa]
σe equivalent deviatoric stress [Pa]
σi j ij-component of the stress tensor [Pa]
∆t time step [s]
∆εn increment in the total strain at thenth step

in 1-D
∆σn increment in the stress at thenth step

in 1-D

Introduction
The aim of this study is the development of a numer-
ical program for the prediction of stress-strain be-
havior of aluminum parts subjected to thermal treat-
ments. Once incorporated in the preliminary design
stage of the entire cast process, this simulation tool
will insure continuity in the prediction of the evolu-
tion of thermomechanical stress, from filling, solidi-
fication and heat treatment to the final manufactured
part.
This paper presents the work done so far for the
modelling of the creep behavior of aluminum parts
at high temperature in the one-dimensional case.
More precisely, it shows:

• the implementation, in a computational form,
of a unified constitutive model with a one-state
variable;

• the methodology to follow in order to deter-
mine the material parameters required for the
specific model;

• the comparison of the computed results with
the experimental values obtained during the
simulation of tensile and creep tests.

The importance of this one-dimensional model can
be seen not only in prospective of the develop-
ment of a more complex three-dimensional program
to implement in a general simulation system, i.e.
MAGMASOFT, but also as a tool for the extrac-
tion of the material parameters from creep and ten-
sile tests. Since these experimental tests are basi-
cally one-dimensional, a simpler one-dimensional
program is of great use for parametric studies also
in the future.

Unified Constitutive Models
At high temperature metallic materials and alloys in
general show a decrease in strength with an increase
in temperature. At the same time the ductility in-
creases and rate effects become more pronounced.
For the modelling of rate dependent phenomena,
such as viscoplasticity, as well as temperature de-
pendent behaviors, e.g. creep and stress relaxation,
unified constitutive models are often applied.
A unified constitutive model was introduced in 1976
by Miller [11] for modelling the behavior of metals
at high temperature. It was then used and further de-
veloped by Anand [1] and successively many others,
such as Lu et al. [10], Sehitoglu et al. [12], [13] and
Smith et al. [15].
The fundamental assumption of all these models is
that creep and viscoplasticity are both irreversible
strains developed because of dislocations motion in
the material structure; hence they can be modelled
using the same constitutive laws, in terms of one or
more state variables. All the mentioned models are
based on the definition of two state variables: the
back stress, responsible for the kinematic harden-
ing, and thedrag stress, responsible for the isotropic
hardening. More specifically, the back stress is usu-
ally introduced for modelling the cycling loading;
while the drag stress is introduced to take into ac-
count the hardening and softening occurred because
of microstructural changes in the material, due to the
temperature and to the strain rate. For the purposes
of the present work, since cyclic loading is not con-
sidered, the back stress is not taken into account.

Developed Model
In order to simulate the heat treatment processes of
aluminum cast parts, a simple unified constitutive
model with a single state variable, the drag stress,
was developed according to the following proce-
dure.
Viscous material behavior of metals at high temper-
ature is often modelled in literature by assuming a
power law for the effective inelastic strain rate:

ε̇
in
e = a∗σ

n
e (1)

whereε̇ in
e is the equivalent inelastic strain rate, while

σe is the equivalent deviatoric stress:

ε̇
in
e =

(

2
3

ε̇
in
i j ε̇

in
i j

) 1
2

, σe =

(

3
2

Si j Si j

) 1
2

(2)
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In order to take into account strain hardening [10],
which leads to a decreasing creep rate with increas-
ing plastic strain, equation (1) is modified to:

ε̇
in
e = a∗

(

σe

K

)n
(3)

In equation (3) the parametera can be thought as a
reference strain rate. The hardening exponentn is
a constant, which normally falls in the range of 32
to 200 for most metals at room temperature. Conse-
quently the drag stressK would be equal to the ef-
fective Von Mises stress for the material, if the Mises
stress were measured in a tensile test with the tensile
strain rate prescribed such that˙

ε
pl
i j = a [17].

For the drag stressK the following simple evolution
law (see also [1]) is considered:

K̇ = B∗ (K∗−K) ε̇e
in (4)

whereB andK∗ are material constants. SinceK̇ = 0
when K = K∗, K∗ can be seen as the value ofK
when the steady-state is reached (i.e. during sec-
ondary creep).
The constantB controls the amount of isotropic
hardening produced by a given amount of strain. As
such, it plays an important role in transient situa-
tions, such as:

• when a tensile test is simulated. Higher values
of B cause the stress to rise rapidly as nonelas-
tic strain is imposed;

• when a creep test is simulated. Higher values
of B lead to a more important primary creep,
while lower values can result in a negligible pri-
mary creep.

By integrating equation (4), the drag stress can be
expressed as:

K = K∗− (K∗−K0)e−Bε in
e (5)

whereK0 is a constant, which represents the initial
value, i.e. the value ofK for ε in

e = 0.
With the purpose of taking into account the temper-
ature dependence, the common Arrhenius law is in-
troduced, and equation (3) is modified to:

ε̇
in
e = A∗e(−

Q
RT) ∗

(

σe

K

)n
(6)

whereQ represents the activation energy,R the uni-
versal gas constant andT the absolute temperature.

If equation (6) is considered more thoroughly, it can
be noticed that the model described here does not
have any yield surface: a non-zero plastic rate corre-
sponds indeed to any stress different from zero [17].
Instead of one particular yield surface the viscoplas-
tic material has a whole family of neighboring plas-
tic potential surfaces, which mark a gradual transi-
tion from mainly elastic to mainly plastic behavior
(see figure 1).

Figure 1: Typical Stress-Strain curves for a vis-
coplastic material

Constitutive Equations for 3D

In order to calculate all the components of the three-
dimensional tensor, it is necessary to introduce a ten-
sor relation between the strain rate tensor and the
deviatoric stress tensor:

ε̇
in
i j =

3
2
∗ ε̇

in
e ∗

Si j

σe
(7)

whereε̇ in
i j is thei j component of the inelastic strain

rate tensor andSi j is the deviatoric stress :

Si j = σi j −
1
3

σkkδi j (8)

Substituting equation (6) into equation (7) leads to:

ε̇
in
i j =

3
2
∗A∗e(−

Q
RT) ∗

(

σe

K

)n
∗

Si j

σe
(9)

which is the constitutive equation, that together with
the growth law (4) was implemented in a 1D numer-
ical program.

Constitutive Equations for 1D

In the case of a one dimensional tensile test or creep
test, sinceσe = |σ11| andS11 = 2

3σ11, equation (7)
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becomes:

ε̇
in
11 =

3
2
∗ ε̇

in
e ∗

2
3

σ11

|σ11|
= ε̇

in
e ∗sign(σ11) (10)

Substituting equation (6) into equation (10) it is pos-
sible to write:

ε̇
in = A∗e(−

Q
RT) ∗

(

|σ |

K

)n

∗sign(σ) (11)

where the subscript 11 has been neglected for sim-
plicity.
Since in a usual tensile test, as well as in a creep
test, the applied stress is always positive, equation
(12) can be simply rewritten as:

ε̇
in = A∗e(−

Q
RT) ∗

(

σ

K

)n
(12)

Figure 2: Experimental creep curves at 180oC

Determination of Material Constants

In order to determine the value of the exponent n, the
secondary creep phase of experimental creep curves
at T = 180oC and several imposed stresses were
considered (see figure 2).
For the purpose of determining the secondary creep
rate, the mentioned curves were linearized as shown
in figure 3. By plottingε̇ in versus the applied stress
σ∗ ( here the imposed stressσ is calledσ∗ in or-
der to remember that those values correspond to
the steady-state, i.e. secondary creep) two regions
of different creep mechanisms could be recognized
(see figure 4). More specifically it could be noticed
that forσ∗ ≤ 110MPa the experimental points were
aligned on an exponential with smaller n (see equa-
tion (6)) with respect to the points forσ∗ > 110. For
this reason it was consideredK∗ = 110MPaand the
values ofσ∗ were then normalized with respect to it.

However, in order to determine the values ofn and
A of the equation (6), a value for Q was needed as
well. As first guess, a value ofQ = 210000J/mol,
which corresponds to the theoretical activation en-
ergy for aluminum [5], was imposed.
Rearranging equation (6) leads to:

log10

(

ε̇ in

e(−
Q

RT)

)

= n∗ log10

(

σ

K

)

+ log10(A) (13)

By plotting log10





ε̇ in

exp
(

− Q
RT

)



 versuslog10
(

σ∗

K∗

)

it is consequently possible to fit a linear curve, thus
to determine the value ofn, which represents the
slope, and the value ofA, i.e. the value of the in-
tercept (see for example figure 6). Nevertheless, it
should not be forgotten that the value ofQ was only
a guess. Consequently this value needed to be cor-
rected, with a trial and error approach, so to fit also
the experimental data at different temperatures.

Figure 3: Determination of secondary creep rate for
creep tests at 180oC and 95MPa. Curves for two
different samples.

Figure 4: Plot oḟε in versusσ∗
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Since creep data were not available, the tensile test
curves atT = 250oC were considered. The program
was run forQ = 210000J/mol and the steady state
part of the curve was compared with the experimen-
tal data (see figure 5). According to the result of the
comparison, the value of Q was modified, and con-
sequently alson andA were adjusted. This process
was repeated till when a good agreement between
the numerical and the experimental curve was found
for Q = 150KJ/mol (see figure 5).
For the new value of Q, two creep laws were deter-
mined for σ

K ≤ 1 andσ

K > 1 (see figure 6):

ε̇
in =







Ā∗e(−
150
RT ) (σ

K

)n̄1 for
(

σ
K

)

≤ 1

Ā∗e(−
150
RT ) (σ

K

)n̄2 for
(

σ
K

)

> 1.
(14)

whereĀ, n̄1 andn̄2 are constants that can not be re-
ported here because of confidential reasons. Once
the material parametersQ, n andA were determined,
a value ofK0 had to be found in order to best simu-
late the experimental data. For this reason the tensile
experimental curves at different temperatures and
different strain rates were considered. The value of
the yield stress (σ0) and the corresponding (ε̇ in) were
extrapolated for each curve and a value ofK0 was
determined, for each curve, as:

K0 =

(

A∗e(−
Q

RT)

ε̇ in

)
1
n

∗σ0 (15)

where it was considered ¯n1, because strain rates
ε̇ in > 1e−7 (see figure 6) are realistic in tensile tests.
An average value ofK0 = 77 MPa was then calcu-
lated.
The last value still to be determined was the harden-
ing parameterB, that, as said before, plays an impor-
tant role during the transient situations, both in the
stress-strain as well as in the creep curves. A best-fit
value of B was found by simulating and then com-
paring both tensile tests and creep tests at different
temperatures and different strain rates. It was con-
cluded that forσK ≤ 1 the hardening parameterB was
a constantB = 250; while for σ

K > 1 a temperature
dependent hardening parameter was more accurate.
In conclusion, it was considered that

B =







210 for
(

σ
K

)

≤ 1

1.94∗T−520 for
(

σ
K

)

> 1.
(16)

whereT is the absolute temperature. Using this set
of data, the results shown in the "Results" section
were obtained.

Figure 5: Determination ofQ: comparison between
experimental and numerical curve for a tensile test
atT = 250oC

Figure 6: Determination of the parametersn andA

Remarks

In the model described in the previous sections and
implemented in the mentioned numerical code, the
activation energy Q and the initial drag stressK0

were considered constant in all the range of temper-
atures. However, two observations need to be ac-
knowledged:

• according to the theory of the dislocation mo-
tion [11] Q can be considered constant only for
temperaturesT ≥ 0.6Tm, whereTm is the melt-
ing temperature of the alloy.

• K0 is usually considered temperature depen-
dent in literature. Nevertheless in this study it
was seen that the stress-strain curves were quite
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well reproduced using a constant value (see fig-
ure 8). In a future improvement of the program,
it will also be considered to haveK0 dependent
on the temperature. In this case it is obvious
that more experimental curves will be needed.

Figure 7: Numerical implementation of the
viscoplastic-creep algorithm

Numerical Implementation in 1D
In order to determine all the material parameters
needed for the model, a one dimensional program
was developed at first. It is indeed from tensile and
creep tests, i.e. typical one dimensional tests, that
those parameters can be evaluated.
For the purpose of enhancing stability, the algorithm
for the program was based on abackward Eulerim-
plementation in the frame work of a strain driven
problem. In the algorithm (see also figure 7) a strain
increment is calculated and an elastic trial state is
then evaluated, similarly to the procedure described
by Simo [14] for thereturn mapping algorithm; con-
sequently aninelastic relaxationis calculated. The
force equilibrium is then imposed and a residual is
evaluated. If the residual is found to be different than
zero, a new strain increment is calculated and all the
procedure is repeated, applying a Newton-Rapson
equilibrium algorithm.

Elastic Trial State

In order to implement a model capable of simulat-
ing inelastic relaxation, the following considerations
were taken into account:

• x∈ [0,L] is a point of a body for which the in-
elastic relaxation has to be determined.

• At the current timetn the state of the pointx is

totally defined, hence:

{

εn(x),ε
in
n (x)

}

(17)

and consequently

σn(x) = En
[

εn(x)− ε
in
n (x)

]

(18)

are known.

• An increment∆εn(x) is givenat the timetn, so
to drive the state to the timetn+1 = tn +∆t.

In order to determine the new state at timetn+1, an
auxiliary state is defined at first. This state, which
does not correspond to an actual state, is defined by
freezing the inelastic flow. This means that the given
∆εn(x) is considered totally elastic in the first itera-
tion, hence a purely elastic step is calculated as fol-
lows:

σ
trial
n+1 := En+1

(

εn +∆εn− ε
in
n

)

ε
trial
n+1 := ε

in
n

(19)

Since the trial state is defined only in terms of the
known state

{

εn(x),ε in
n (x)

}

and of the given∆εn, it
can be calculated directly. However, since it is de-
fined by freezing the inelastic flow, it does not cor-
respond to an actual state.

Inelastic Relaxation

Once the trial elastic state is calculated, an inelastic
relaxation, due to viscoplasticity and creep, must be
evaluated.
Applying Hooke’s law, it is possible to write:

σn+1(x) = En+1

(

ε
el
n (x)+∆εn−∆ε

in
n (x)

)

(20)

Remembering the definition of elastic trial stress
(see equation (19))σ trial

n+1 = En+1
(

εel
n (x)+∆εn

)

,
equation (20) can be rewritten as:

σn+1(x) = σ
trial
n+1 −En+1∆ε

in
n (x) (21)

For the determination ofσn+1(x) it is thus necessary
to calculate the inelastic strain increment during the
interval∆t.
Since∆ε in := ∆ε̇ in∗∆t, the inelastic strain increment
can be evaluated using equation (11):

∆ε
in
n (x) = A∗e(−

Q
RT) ∗

(

|σ |

K

)n

∗∆t ∗sign(σ) (22)
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Substituting equation (22) into (21) leads to:

σn+1(x) =σ
trial
n+1 −E ∗A∗e(−

Q
RT)∗

(

|σ |

K

)n

∗∆t ∗sign(σ)
(23)

which can be rearranged in the following expression:

f (σn+1) =σn+1(x)−σ
trial
n+1 +E ∗A∗e(−

Q
RT)∗

(

|σ |

K

)n

∗∆t ∗sign(σ) = 0
(24)

From equation (23) it is evident that the stress level
at the new timetn+1 can not be found in closed
form. A Newton-Raphson algorithm was thus im-
plemented locally in order to determine the zero of
the functionf of equation (24).
It can be noticed that the functionf very much
resembles theeffective stress functiondefined by
Bathe in [4]. Obviously, as suggested also by
Bathe, other methods, such as the bisection tech-
nique, could be used for the evaluation of its zero.

Results
This section is dedicated to the comparison of the
numerical curves with the experimental data ob-
tained both for tensile and creep tests. About the
experimental data it should be underlined that the
curves show large scattering (see figure 9), proba-
bly because of the difficulties that rose for measure-
ments at high temperatures. Consequently it is hard
to compare experimental and numerical curves. For
simplicity, in figure 8 for example only one experi-
mental curve for each temperature was shown.

Figure 8: Tensile test curves, experimental and nu-
merical, for different temperatures

The numerical simulations and the experimental
curves obtained at several temperatures duringten-
sile testsare shown in figure 8. It can be noticed
that good agreement is reached for temperatures
≥ 250oC and for the test conducted at room tem-
perature.

Figure 9: Experimental data for tensile test curves
for T = 80oC

For the simulation atT = 80oC andT = 180oC, on
the contrary, it looks like the hardening parameterB
could maybe be further optimized. Nevertheless for
T = 180oC the comparison with creep tests shows
that with the applied hardening parameter the simu-
lations well reproduce the creep curves.
For the test performed atT = 100oC it seems
also that the stress level at steady state is under-
estimated. However, if also other samples are con-
sidered (see figure 9), it can be observed that a stress
level of 160MPa for the steady state is actually in
the range of the experimental data.
The computed results and the experimental values
obtained during the simulation ofcreep testsat T =
180oC and different stress levels are shown in fig-
ures 10 - 11. From the comparison it is possible to
conclude that the developed program well predicts
the creep strains during high temperature exposure
of the aluminum parts for almost all the stress levels.
However, it was observed that for an imposed stress
of σ = 75 MPa the simulated curves over-estimate
the strain rate during secondary creep. This result is
due to the linear fitting, shown in figure 6, that was
used for the determination of the exponentn. From
the same figure it can be seen indeed that for

σ = 75MPa, hencelog10
(

σ

K∗

)

=−0.16

the curve fitting amply over-estimates the strain rate.
In order to eliminate this mismatch, a third creep
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mechanism could be considered, so that:

ε̇
in =



















A1∗e(−
Q

RT) ∗
(

σ

K

)n1 for
(

σ
K

)

≤ a

A2∗e(−
Q

RT) ∗
(

σ

K

)n2 for a <
(

σ
K

)

≤ b

A3∗e(−
Q

RT) ∗
(

σ

K

)n3 for
(

σ
K

)

> b

(25)

Figure 10: Comparison with a creep test conducted
atT = 180oC with imposed stressσ = 100MPa

Figure 11: Comparison with a creep test conducted
atT = 180oC with imposed stressσ = 110MPa

Few words should be spent also for the results shown
in figure 11. The two experimental curves with
higher strain rates show the same shape and the
same range of strain rates experienced for an im-
posed stress of 120MPa. Consequently it seems rea-
sonable to consider that the experimental curve with
lower strain rate is the most realistic. Hence, also in
this case the numerical simulation well reproduces
the experimental data.

Conclusions
The paper illustrates the work done for the purpose
of predicting stress relaxation of aluminum at high

temperature. In particular, it presents the unified
constitutive model used to describe the creep be-
havior of aluminum. The model is based on a sin-
gle state variable, the drag stress, which represents
the isotropic hardening of the material. It is shown
that by applying a simple growth law, see equations
(4) and (16), not only the steady state, but also the
transient situations can be properly modelled (see
the previous section). For the simulation of all the
phases of the heat-treatment of aluminum, which
can last between 2 and 8 hours, not only the sec-
ondary, but also the primary creep needs indeed to
be accurately predicted. With respect to other mod-
els found in the literature (i.e. [11], [12], [13]), the
one presented in this paper requires fewer material
parameters (B,Q,K0,K∗,A andn), hence a reduced
set of experimental tests.
In the applied model the initial drag stressK0 as well
as the activation energyQ were considered constant
in the range of temperature under study. The rea-
sons for these assumptions are basically based on the
lack of experimental data that are needed to further
describe an evolution of these two parameters with
temperature. However, the results, both in terms of
tensile test as well as of creep test, show that even
with these simplified assumptions the model is ca-
pable of reproducing the experimental curves.
A further improvement could nevertheless be con-
sidered for the exponentn. As mentioned in the
previous section, the fitting of two linear curves in
the data shown in figure 6 might be too simplistic.
This is the reason for the over-estimation of the sec-
ondary creep rate for the simulation of creep test at
T = 180oC with a stress level of 75MPa. In order
to reduce the mismatch, a third linear fitting could
be introduced with the purpose of modelling a third
creep mechanism, for the lower stress levels.
In conclusion, the paper has described the one-
dimensional program that, if used together with
the presented standard procedure, allows to deter-
mine the set of material parameters need to describe
the creep behavior of aluminum samples subjected
at high temperatures. Once evaluated by apply-
ing the simpler one-dimensional code, the material
parameters can be used in a more complex three-
dimensional thermomechanical simulation analysis
in order to predict the stress evolution during ther-
mal treatments. By incorporating this "new devel-
oped tool", it would be possible in the future to guar-
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antee continuity in the simulation and prediction of
stresss-strain evolution in complex structure during
casting, solidification, heat treatments etc., until the
end of the manufacturing process.
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Σιµυλατιον ανδ Χοντρολ οφ Σολιδι�χατιον οφ α Λιθυιδ Μεταλ Χολυµν

Φυρενεσ,Β. & Λιε, Β.
�

Τελεµαρκ Υνιϖερσιτψ Χολλεγε
Π.Ο. Βοξ 203, Ν−3901 Πορσγρυνν, Νορωαψ

Αυγυστ 15, 2004

Αβστραχτ

Ιν τηισ παπερ, τωο δι⁄ερεντ 1∆ µεχηανιστιχ µοδελσ
φορ τηε λιθυιδ−σολιδ πηασε τρανσιτιον αρε πρεσεντεδ.
Τηε �ρστ µοδελ ισ βασεδ ον τηε τωο−δοµαιν αππροαχη,
ανδ ρεσυλτσ ιν 2 παρτιαλ δι⁄ερεντιαλ εθυατιονσ (Π∆Εσ)
ανδ ονε ορδιναρψ δι⁄ερεντιαλ εθυατιον (Ο∆Ε) ωιτη
2 βουνδαρψ χονδιτιονσ, 2 ιντερφαχε χονδιτιονσ ανδ
ονε ινιτιαλ χονδιτιον, ναµελψ τηε Στεφαν προβλεµ.
Τηε Π∆Εσ αρε δισχρετιζεδ βψ υσε οφ τηε χολλοχατιον
µετηοδ, ανδ ηερε τηε ρεσυλτινγ µοδελ χονσιστσ οφ 3
νονλινεαρ Ο∆Εσ.

Ιν τηε σεχονδ µοδελ, τηε µεταλ χολυµν ισ χονσιδ−
ερεδ ασ ονε−δοµαιν, ανδ ονε Π∆Ε ισ ϖαλιδ φορ τηε
ωηολε δοµαιν. Τηε ρεσυλτ ισ ονε Π∆Ε ωιτη τωο
βουνδαρψ χονδιτιονσ. Τηε Π∆Ε ισ δισχρετιζεδ βψ τηε
µετηοδ οφ λινεσ.

Τηε µοδελσ αρε ιµπλεµεντεδ ιν ΜΑΤΛΑΒ; ανδ
οδε23σ ισ υσεδ φορ σολϖινγ τηε σψστεµσ οφ εθυατιονσ.
Τηε µοδελσ αρε δεϖελοπεδ ιν ορδερ το σιµυλατε ανδ
χοντρολ τηε δψναµιχ ρεσπονσε οφ τηε σολιδ/λιθυιδ ιν−
τερφαχε ϖελοχιτψ. Τηε χοντρολ σχηεµε ισ βασεδ ον α
λινεαρ ΠΙ χοντρολλερ.

Κεψωορδσ: ∆ψναµιχ µοδελινγ, σιµυλατιον, δισ−
χρετιζατιον, χοντρολ, Στεφαν προβλεµ, πηασε τρανσιτιον

Νοµενχλατυρε

∆ιµενσιοναλ ϖαριαβλεσ ανδ παραµετερσ:

Α χροσσ σεχτιοναλ αρεα [µ2]
⊥χπ ηεατ χαπαχιτψ [ ϑ=Κκγ]
η σολιδ/λιθυιδ ιντερφαχε ποσιτιον [µ]
κ τηερµαλ χονδυχτιϖιτψ [Ω=µΚ]

�Χορρεσπονδινγ αυτηορ:Βερντ.Λιε≅ηιτ.νο

Λ ηειγτη (λενγτη) οφ χολυµν [µ]
⊥Η σπεχι�χ εντηαλπψ [ ϑ= κγ]
θ ηεατ �υξ [Ω=µ2]
Θ ηεατ [Ω]
τ τιµε [ σ]
Τ τεµπερατυρε [ Κ]
ϖµ σολιδ/λιθυιδ ιντερφαχε ϖελοχιτψ [µ= σ]
ζ σπαχε ϖαριαβλε [µ]
� ηεατ δι⁄υσιον χοε′ χιεντ[µ2= σ]

� ⊥Ηφ ηεατ οφ φυσιον [ ϑ= κγ]
� δενσιτψ [ κγ=µ3]

∆ιµενσιονλεσσ ϖαριαβλεσ ανδ παραµετερσ:

χ χοε′ χιεντ ιν τριαλ σολυτιον
ε χοντρολλερ δεϖιατιον
Ν νυµβερ οφ δισχρετιζατιον ελεµεντσ
Κ χοντρολλερ παραµετερ
Ρ ρεσιδυαλ φορ τριαλ σολυτιον
σ ποσιτιον
Υ τεµπερατυρε
υ µανιπυλατεδ ϖαριαβλε
ϖ ϖελοχιτψ
ξ στατε
φ ηεατ οφ φυσιον
� ηεατ δι⁄υσιον χοε′ χιεντ
� σπαχε ϖαριαβλε
� τιµε
ζ ηεατ

Συβ−/Συπερσχριπτσ:

� τριαλ σολυτιον
 λιθυιδ πηασε
Λ τοπ οφ µολδ
σ σολιδ πηασε
� λοχατιον ιν σπαχε
0 βοττοµ οφ µολδ
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Φιγυρε 1: Εξαµπλε οφ µορπηολογψ οφ τηε σολιδ/λιθυιδ
ιντερφαχε ατ δι⁄ερεντ γροωτη ϖελοχιτιεσ ιν α τρανσπαρ−
εντ οργανιχ σψστεµ. Τακεν φροµ [2].

1 Ιντροδυχτιον

Σολιδι�χατιον προχεσσινγ ινϖολϖεσ α χοµπλεξ ιντεραχ−
τιον βετωεεν µανψ πηψσιχαλ µεχηανισµσ. Το αδδρεσσ
µοδελινγ ωιτηιν σολιδι�χατιον προχεσσινγ, α µυλτιδισ−
χιπλιναρψ αππροαχη µυστ βε φολλοωεδ. Συβϕεχτσ ιν−
χλυδεδ ιν σολιδι�χατιον προχεσσινγ µαψ βε µατεριαλ
προχεσσινγ, τρανσπορτ πηενοµενα, πηασε τρανσιτιον,
χοντρολ ανδ οπτιµιζατιον τηεορψ, νυµεριχαλ µατηε−
µατιχσ, ανδ χοµπυτερ σχιενχε.

Ιτ ισ δεσιρεαβλε το χοντρολ σοµε οφ τηε πηψσιχαλ
µεχηανισµσ δυρινγ τηε σολιδι�χατιον προχεσσ, ι.ε ιν−
τερφαχιαλ τηερµοδψναµιχσ, χονϖεχτιον, ελεχτροµαγ−
νετιχ ε⁄εχτσ, δι⁄υσιον ετχ. ∆ι⁄ερεντ πηψσχιαλ εφ−
φεχτσ ιν�υενχε τηε προπερτιεσ οφ τηε ρεσυλτινγ σολιδι−
�εδ µεταλ. Τωο ιµπορταντ προπερτιεσ τηατ δετερµινε
τηε θυαλιτψ οφ τηε �νισηεδ µατεριαλ αρε τηε γροωτη
ϖελοχιτψ ανδ τηε λοχαλ τηερµαλ χονδιτιονσ ατ τηε σο−
λιδι�χατιον φροντ. Ασ αν εξαµπλε, τηε χονχεντρατιον
οφ ιµπυριτιεσ ιν τηε σολιδι�εδ µεταλ µαψ βε δεπεν−
δεντ οφ τηε σολιδι�χατιον ϖελοχιτψ. Ατ λοω σολιδι�χα−
τιον ρατεσ, τηε σολυτεσ (ιµπυριτιεσ) ηαϖε τιµε το διφ−
φυσε αωαψ φροµ τηε σολιδ/λιθυιδ ιντερφαχε ιντο τηε βυλκ
λιθυιδ. Ατ ηιγη σολιδι�χατιον ρατεσ, τηε λιθυιδ πηασε
µαψ βεχοµε υνδερχοολεδ, ρεσυλτινγ ιν α φορµατιον οφ
χρψσταλσ ιν τηε βυλκ λιθυιδ. Τηεσε µαψ δεϖελοπ το
βεχοµε δενδριτιχ, ρεσυλτινγ ιν σεγρεγατιον οφ ιµπυρι−
τιεσ βετωεεν τηε δενδριτε αρµσ [1]. Τηυσ ιτ µαψ βε
δεσιραβλε το χοντρολ τηε ρατε οφ σολιδι�χατιον το α πρε−
δε�νεδ ρατε το αχηιεϖε α σολιδι�εδ µεταλ ασ πυρε ασ
ποσσιβλε. Φιγυρε 1 σηοωσ αν εξαµπλε οφ τηε µορπηολ−
ογψ οφ τηε ιντερφαχε ασ α φυνχτιον οφ γροωτη ϖελοχιτψ.

Σολιδι�χατιον µοδελινγ ισ ρεπορτεδ ιν νυµερουσ πα−
περσ ανδ βοοκσ. Μοστ οφ τηε µοδελσ, ηοωεϖερ, αρε
υσεδ φορ ο⁄−λινε σιµυλατιονσ οφ χοµπλεξ πηενοµενα.
Μανψ στυδιεσ ηαϖε βεεν χαρριεδ ουτ ιν ορδερ το δε−

σχριβε πηενοµενα ατ µεσο− ορ µιχροσχαλε λεϖελσ. Συχη
πηενοµενα µαψ βε µορπηολογψ δεϖελοπµεντ, δεν−
δριτιχ γροωτη παττερν, ορ µυσηψ ζονε ε⁄εχτσ. Ιτ ισ
βεψονδ τηε σχοπε οφ τηισ παπερ το δεϖελοπ α µοδελ
ωηιχη ινχλυδεσ τηε βεηαϖιουρ ατ λοωερ λεϖελσ. Μοδελ−
ινγ φορ χοντρολ πυρποσεσ ινϖολϖεσ σιµπλιφψινγ χοµπλεξ
προχεσσεσ ανδ ψετ µαινταιν α ρεαλιστιχ βεηαϖιουρ οφ
τηε σψστεµ. Τηε µοδελ πρεσεντεδ ιν τηισ παπερ ισ ιν−
τενδεδ το βε υσεδ ιν ρεαλ−τιµε χοντρολ, ανδ τηυσ α φαστ
ανδ σιµπλε µοδελ ωιλλ βε πυρσυεδ. Αχχορδινγ το [3],
λιττλε ρεσεαρχη ηασ βεεν χαρριεδ ουτ ον µοδελινγ φορ
ρεαλ τιµε χοντρολ πυρποσεσ οφ διρεχτιοναλ σολιδι�χατιον
προχεσσεσ.

Τωο µαιν αππροαχηεσ αρε διστινγυισηεδ ιν τηε
µοδελινγ οφ πηασε τρανσιτιονσ: τηε τωο−δοµαιν απ−
προαχη (αλσο χαλλεδ τηε σηαρπ ιντερφαχε αππροαχη), ανδ
τηε τηε ονε−δοµαιν αππροαχη (αλσο ρεφερρεδ το ασ τηε
ενταλπηψ µετηοδ). Τηε µοστ χοµµον µετηοδ ισ τηε
τωο−δοµαιν αππροαχη [4], ιν ωηιχη α δισχοντινυιτψ οφ
τηε σψστεµ ϖαριαβλεσ ατ α σηαρπ ιντερφαχε ισ ασσυµεδ.
Τηε τωο−δοµαιν αππροαχη ρεσυλτσ ιν τηε Στεφαν προβ−
λεµ ωηιχη ηασ βεεν στυδιεδ φορ µορε τηαν 100 ψεαρσ.
Τηε µοϖινγ βουνδαρψ βετωεεν τηε σολιδ ανδ λιθ−
υιδ πηασε µακεσ τηε Στεφαν προβλεµ νον−τριϖιαλ φροµ
βοτη α µατηεµατιχαλ ανδ α νυµεριχαλ ϖιεωποιντ [4].
Αναλψτιχαλ σολυτιονσ αρε ονλψ αϖαιλαβλε φορ α λιµιτεδ
νυµβερ οφ χασεσ [5], ανδ τηυσ ιν µοστ χασεσ νυµερι−
χαλ σολυτιονσ µυστ βε χονσιδερεδ. Ρεπορτεδ ωορκ ον
τηε σηαρπ ιντερφαχε αππροαχη ισ ε.γ. φουνδ ιν [6]. Φορ
τηορουγη ινφορµατιον αβουτ τηε Στεφαν προβλεµ, τηε
βοοκσ [7], [8] ανδ [9] αρε ρεχοµµενδεδ.

Ιν τηε ονε−δοµαιν αππροαχη, ιτ ισ ασσυµεδ τηατ
αλλ τηε τερµοδψναµιχαλ παραµετερσ ϖαρψ χοντινυουσλψ
βετωεεν τηε τωο πηασεσ. Ονε οφ τηε αδϖανταγεσ οφ τηε
ονε−δοµαιν αππροαχη ισ τηατ τηε µατηεµατιχαλλψ διφ−
�χυλτ προβλεµ οφ ηαϖινγ α βουνδαρψ ατ τηε ιντερφαχε
(ωηιχη ισ παρτ οφ τηε υνκνοων σολυτιον), ισ αϖοιδεδ.
Τηε ποσιτιον οφ τηε ιντερφαχε ισ δετερµινεδ α ποστε−
ριορι, φροµ τηε νυµεριχαλ σολυτιον χαρριεδ ουτ ιν τηε
�ξεδ δοµαιν. Ηοωεϖερ, ονε δισαδϖανταγε ισ τηατ αν
αχχυρατε λοχατιον οφ τηε ποσιτιον µαψ βε δι′ χυλτ το
οβταιν [9].

Χοντρολ οφ σολιδι�χατιον προχεσσεσ ισ ρεπορτεδ ιν
[10] ανδ [11]. Ιν τηεσε ωορκσ, τηε χοντρολ προβλεµ
ισ αδρεσσεδ ασ αν ινϖερσε προβλεµ. Ιν σεϖεραλ οτηερ
πυβλιχατιονσ, τηε τερµ �ινϖερσε προβλεµσ� ισ υσεδ το
δεσχριβε τηε δεσιγν σολιδι�χατιον προβλεµ. Ιν τηισ πα−
περ, τηε οβϕεχτιϖε ισ το χοντρολ τηε χοολινγ ανδ ηεατινγ
χονδιτιονσ ατ τηε �ξεδ βουνδαριεσ ιν ορδερ το αχηιεϖε
δεσιρεδ γροωτη ϖελοχιτιεσ ανδ φρεεζινγ ιντερφαχε ηεατ
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�υξεσ. Οφτεν ιν αν ινϖερσε προβλεµ, α περφεχτ µοδελ
ισ ασσυµεδ, ανδ νο χορρεχτιονσ αρε µαδε δυε το µοδελ
ερρορ ανδ διστυρβανχεσ. Τηε πρεσενχε οφ µοδελ ανδ
παραµετερ υνχερταιντιεσ αρε τακεν ιντο αχχουντ ιν [12]
ωηερε στρατεγιεσ το µινιµιζε α δεϖιατιον ερρορ ισ χαλ−
χυλατεδ ονλινε, ανδ αχτιον ισ τακεν βψ τηε φυρναχε
χοντρολ σψστεµ. Ινϖερσε Στεφαν προβλεµσ αρε ρεπορτεδ
ιν σεϖεραλ παπερσ ανδ βοοκσ. [13] ινχλυδεσ δεταιλεδ
ινφορµατιον αβουτ τηισ συβϕεχτ. Οτηερ ωορκσ τρεατ−
ινγ τηε ινϖερσε Στεφαν προβλεµ αρε [14], [15], [16], ανδ
[17].

Τηισ παπερ ισ οργανιζεδ ασ φολλοωσ: Ιν σεχτιον 2 τηε
σολιδι�χατιον προχεσσ ισ δεσχριβεδ ανδ σοµε ασσυµπ−
τιονσ αρε γιϖεν. Ιν σεχτιον 3 τηε µοδελσ αρε πρεσεντεδ
ανδ δισχρετιζεδ. Ποσσιβλε παραµετερ ϖαλυεσ αρε σηοων
ιν 4, ανδ αλσο σοµε σιµυλατιονσ αρε χαρριεδ ουτ. Χον−
τρολ οφ τηε σολιδι�χατιον ϖελοχιτψ ισ τρεατεδ ιν σεχτιον
5, ανδ �ναλλψ σοµε χονχλυσιονσ αρε πρεσεντεδ ιν σεχ−
τιον 6.

2 Προχεσσ ∆εσχριπτιον

Ωε χονσιδερ α µεταλ χολυµν οφ ηειγητ Λ, οριγιναλλψ
ιν λιθυιδ φορµ. Ωε ωαντ το στυδψ τηε σολιδι�χατιον
οφ τηε χολυµν ιντο α σολιδ µεταλ ροδ. Τηε σψστεµ ισ
σκετχηεδ ιν �γυρε 2. Φορ σιµπλιχιτψ, ωε ασσυµε τηατ
τηε ηεατ �οω ισ ονε−διµενσιοναλ. Φορ α χαστινγ τηατ
ηασ α χροσσ−σεχτιοναλ αρεα µυχη σµαλλερ τηαν ιτσ συρ−
φαχε αρεα, τηισ αππροξιµατιον σεεµσ το βε ρεασοναβλε
[1].

Τηε µεταλ χολυµν ισ ασσυµεδ το βε φυλλψ ινσυλατεδ
ον τηε ϖερτιχαλ συρφαχε. Α ηεατ σουρχε ισ πλαχεδ ατ τηε
τοπ οφ τηε χολυµν, ωηερεασ α ηεατ σινκ ισ πλαχεδ ατ τηε
βοττοµ οφ τηε χολυµν. Τηε χονστραιντ φορ µαξιµυµ
γροωτη ϖελοχιτψ ισ τηε χοολινγ ρατε, ανδ τηε µαξιµυµ
γροωτη ϖελοχιτψ ισ αχηιεϖεδ ωηεν τηερε ισ νο ηεατινγ
ατ τηε τοπ οφ τηε χολυµν.

3 Μοδελ

3.1 Λεϖελσ οφ δεσχριπτιον

Ιν σολιδι�χατιον µοδελινγ, δι⁄ερεντ λεϖελσ οφ δεσχριπ−
τιον εξιστ [2], σεε �γυρε 3. Τηε δι⁄ερεντ λεϖελσ οφ
µοδελινγ ινϖολϖε δι⁄ερεντ λενγτη−σχαλεσ. Ιν α µαχρο−
σχοπιχ µοδελ, τηε σψστεµ ισ ϖισιβλε ωιτη α µιχροσχοπε
υσινγ ορδιναρψ λιγητ ανδ ισ οφ τηε ορδερ οφ µµ. Τηε
αδϖανταγε οφ α µαχροσχοπιχ µοδελ ισ τηατ τηε γροσσ
βεηαϖιουρ οφ τηε σψστεµ χαν βε στυδιεδ, ανδ τηε φυν−

z

z = 0

z = h

z = L

Q0

QL

qz=h
s

qz=h
§

TÝz = hÞ = Tm
vm = dh

dt

/T §

/t
= J§

/2T §

/z2

/Ts

/t
= Js

/2Ts

/z2

qz=0
s

qz=L
§

_AHfvm = qz=h
§ ? qz=h

s

A

TsÝt, zÞ

T§Ýt, zÞ

Φιγυρε 2: Σκετχη οφ σολιδιφψινγ µεταλ χολυµν.

δαµενταλ πηψσιχσ λαωσ χαν βε αππλιεδ το τηε βυλκ µατ−
τερ. Ιν α µιχροσχοπιχ µοδελ, ηοωεϖερ, τηε µεχηανιχαλ
ορ χηεµιχαλ πηενοµενον ισ στυδιεδ ατ αν ατοµιχ ορ
µολεχυλαρ λεϖελ, ανδ ωουλδ νοτ ρεϖεαλ τηε γροσσ βε−
ηαϖιουρ οφ τηε σψστεµ. Τηε ορδερ οφ τηισ σχαλε ισ 10�6

το 10�5 µ. Ατ τηε µεσοσχοπιχ λεϖελ τηερε ισ νοτ α
σηαρπ ιντερφαχε διϖιδινγ τηε λιθυιδ ανδ τηε σολιδ, βυτ
α ρεγιον βετωεεν τηε πηασεσ. Τηισ ρεγιον ισ χαλλεδ
τηε µυσηψ ζονε. Τηε ορδερ οφ τηε µεσοσχοπιχ σχαλε
ισ αππροξιµατελψ ονε τεντη οφ τηε µαχροσχοπιχ ορδερ.
Τηε σµαλλεστ λενγτη−σχαλε ισ ατ τηε νανο−λεϖελ ατ ωηιχη
γροωτη κινετιχσ ανδ νυχλεατιον ισ δεσχριβεδ βψ τηε
τρανσφερ οφ ινδιϖιδυαλ ατοµσ φροµ τηε λιθυιδ το τηε
σολιδ. Τηε σχαλε ισ οφ ορδερ 10�9µ. Ονε οφ τηε λιµ−
ιτατιονσ το τηε δεϖελοπµεντ οφ νανο−σχαλε µοδελσ ισ
τηε ηαρδωαρε λιµιτατιονσ ωηιχη δοεσ νοτ αλλοω χοµ−
πυτατιον οφ προπερτιεσ οφ τηε ατοµιχ σχαλε ιν αππλιεδ
χαστινγ ενγινεερινγ.
Τηε µοδελ δεϖελοπεδ ιν τηισ παπερ ισ δεσχριβεδ ατ

τηε µαχροσχοπιχ λεϖελ. Ατ σµαλλερ λεϖελσ, τηε χοµπυ−
τατιον τιµε ωιλλ βε τοο ηιγη φορ τηε µοδελ το βε υσεδ
ιν ρεαλ−τιµε χοντρολ [18].

3.2 Α τωο−δοµαιν αππροαχη

Τηε µοδελ ισ βασεδ ον τηε ηεατ δι⁄υσιον εθυατιον,
ανδ τηερε ισ ονε βουνδαρψ χονδιτιον ανδ ονε ιντερφα−
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Φιγυρε 3: ∆ι⁄ερεντ λεϖελσ οφ δεσχριπτιον ιν σολιδι�χα−
τιον µοδελινγ. Αφτερ [2].

χιαλ χονδιτιον φορ βοτη σολιδ ανδ λιθυιδ πηασεσ. Τηε
ινδεπενδεντ ϖαριαβλεσ αρε τιµε τ ανδ ποσιτιον ζ, ανδ
τηε ρεσυλτινγ µοδελ ισ α σψστεµ οφ τωο Π∆Εσ ανδ ονε
Ο∆Ε.
Τηε σπατιαλ δοµαιν ισ σπλιτ ιντο τωο συβδοµαινσ βψ

τηε ιντερφαχε, ονε φορ εαχη πηασε. Ωε τηεν ηαϖε:

Σολιδ πηασε :
≅Τσ
≅τ

= �σ
≅2Τσ
≅ζ2

φορ ζ < η(τ)

Λιθυιδ πηασε :
≅Τ
≅τ

= �
≅2Τ
≅ζ2

φορ ζ � η(τ)(1)

ωηερε

�σ =
κσ
�σ⊥χ

σ
π

ανδ � =
κ
�⊥χ


π

:

Τηερε αρε τωο βουνδαρψ χονδιτιονσ (ονε φορ τηε �ξεδ
βουνδαρψ ανδ ονε φορ τηε µοϖινγ βουνδαρψ) φορ εαχη
πηασε. Φορ σολιδ πηασε, τηε βουνδαρψ χονδιτιονσ αρε

θσζ=0Α = �Ακσ
≅Τσ
≅ζ

����
ζ=0

= �Θο (2)

Τσ (τ; η) = Τµ.

Χορρεσπονδινγ, φορ λιθυιδ πηασε ωε ηαϖε

θζ=ΛΑ = �Ακ
≅Τ
≅ζ

����
ζ=Λ

= �ΘΛ (3)

Τ (τ; η) = Τµ.

Ατ τηε ιντερπηασε βετωεεν τηε σολιδ ανδ λιθυιδ πηασεσ,
τηε φολλοωινγ ενεργψ βαλανχε ισ ϖαλιδ [19]:

�� ⊥Ηφ �
δη

δτ
= θζ=η � θ

σ
ζ=η, (4)

Ταβλε 1: Νον−διµενσιοναλ ϖαριαβλεσ ανδ παραµετερσ.
Νον−
διµενσιοναλ
ϖαριαβλεσ

Νον−
διµενσιοναλ
παραµετερσ

� = ζ
Λ φ =

� ⊥Ηφ

⊥χσπΤµ

� = κστ
⊥χσπ�Λ

2 �σ =
κσ=κσ
⊥χσπ=⊥χ

σ
π
= 1

Υσ; =
Τσ;
Τµ

� =
κ=κσ
⊥χπ=⊥χσπ

= κ
κσ

σ = η
Λ

ζ0;Λ =
Θ0;ΛΛ
κσΑΤµ

ωηερε:

θσζ=η = �κσ
≅Τσ
≅ζ

����
ζ=η

θζ=η = �κ
≅Τ
≅ζ

����
ζ=η

.

Ιτ ισ χοµµον το πρεσεντ τηε Στεφαν προβλεµ ιν
διµενσιον−λεσσ ϖαριαβλεσ. Τηε προποσεδ τρανσφορµα−
τιον ιν [9] ισ αδοπτεδ ιν τηισ ωορκ, σεε ταβλε 1.

Τηε ηεατ δι⁄υσιον εθυατιονσ τηεν βεχοµε:

≅Υσ
≅�

= �σ
≅2Υσ

≅�2
=
≅2Υσ

≅�2

≅Υ
≅�

= �
≅2Υ

≅�2

ασσυµινγ ⊥χπ = ⊥χ
σ
π. Ατ τηε ιντερφαχε ωε γετ

�σ
≅Υσ
≅�

����
�=σ(�)

� �
≅Υ
≅�

����
�=σ(�)

= φ
δσ

δ�

ωηερε φ =
�Ηφ

⊥χσπΤµ
ισ διµενσιονλεσσ λατεντ ηεατ.

Τηε βουνδαρψ χονδιτιονσ ατ τηε ιντερφαχε αρε

Υσϕ�=σ(�) = Υϕ�=σ(�) = 1:

3.2.1 ∆ισχρετιζατιον

Ωε χηοοσε το δισχρετιζε τηε µοδελ υσινγ τηε χολλοχα−
τιον µετηοδ. Το δο σο, ωε ποστυλατε τηε φολλοωινγ
τριαλ σολυτιονσ οφ Υσ ανδ Υ:

Υ�σ (� ; �) = χσ0(�) + χ
σ
1(�)� + χ

σ
2(�)�

2, � < σ(�)

Υ� (� ; �) = χ0(�) + χ

1(�)� + χ


2(�)�

2, � � σ(�).
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Ρεπηρασεδ τριαλ σολυτιον Ιτ ισ δεσιρεαβλε το ηαϖε
τιµε ϖαρψινγ χοε′ χιεντσ ωιτη α πηψσιχαλ ιντερπρετα−
τιον ινστεαδ οφ χιϕ . Ωε τηυσ ιντροδυχε τηε ρεθυιρε−
µεντσ ασ φολλοωσ:

Σολιδ πηασε: Ωε λετ

1 = Υ�σ (� ; σ) = χ
σ
0 + χ

σ
1σ+ χ

σ
2σ
2

ζ0 =
≅Υ�σ
≅�

= (χσ1 + 2χ
σ
2�)�=0 = χ

σ
1.

Ιν αδδιτιον, ωε χηοοσε το δενοτε τηε τεµπερατυρε
οφ τηε σολιδ ατ � = �σ βψ Υ�σ :

Υ�σ = Υ
�

σ (� ; �σ) = χ
σ
0 + χ

σ
1�σ + χ

σ
2�
2
σ

ωηερε �σ χαν βε α χονσταντ ορ α φυνχτιον οφ τιµε.
Υσινγ τηεσε ρελατιονσηιπσ, ωε χαν ρεωριτε τηε ρε−
θυιρεµεντσ φορ τηε σολιδ πηασε ασ φολλοωσ:
0

≅
1 σ σ2

0 1 0

1 �σ �2σ

1

Α

0

≅
χσ0
χσ1
χσ2

1

Α =

0

≅
1
ζ0

Υ�σ

1

Α : (5)

Χαλχυλατινγ τηε χοε′ χιεντσ βψ σολϖινγ (5), ωε χαν
ωριτε τηε τριαλ σολυτιον ασ

Υ�σ =
σ�σ (σ� �σ)ζ0 + �

2
σ � σ

2Υ�σ
�2σ � σ

2

+ζ0� +
(σ� �σ)ζ0 + Υ�σ � 1

�2σ � σ
2

�2

Λιθυιδ πηασε: Σιµιλαρλψ, ωε �νδ:

Υ� =
�σ (� � σ) ∼ζΛ + σ (σ� 2)Υ�

(σ+ � � 2) (σ� �)

+� (2� �)

(σ+ � � 2) (σ� �)

+

�
σ2 � �2

�
∼ζΛ + 2

�
Υ� � 1

�

(σ+ � � 2) (σ� �)
�

+
(� � σ) ∼ζΛ +

�
1� Υ�

�

(σ+ � � 2) (σ� �)
�2:

ωηερε

∼ζΛ = ζΛ
κ
κσ
:

Ρεσιδυαλσ Ιν τηε χολλοχατιον µετηοδ, ωε φορχε τηε
ρεσιδυαλσ το βε ζερο ατ α νυµβερ οφ σο−χαλλεδ χολλοχα−
τιον ποιντσ.
Ιν ουρ ρεπηρασινγ οφ τηε τριαλ σολυτιον, ωε ηαϖε

µαδε συρε τηατ τηε τηε τριαλ σολυτιον χοµπλιεσ ωιτη

τηε βουνδαρψ χονδιτιονσ. Τηυσ, τηε ονλψ υνκνοωνσ
αρε Υ�σ ανδ Υ� . Τηισ µεανσ τηατ ωε χαν ονλψ χηοοσε
ονε χολλοχατιον ποιντ φορ εαχη πηασε.
Τηε χηοσεν χολλοχατιον ποιντσ φορ τηε λιθυιδ ανδ

σολιδ πηασεσ αρε

�σ = �σ

� = σ+ � (1� σ)

ωηερε � ανδ � αρε ποσιτιϖε θυαντιτιεσ συχη τηατ

� < 1

ανδ
�� 1:

Τηε χολλοχατιον ποιντσ µοϖε ασ τηε σολιδ/λιθυιδ ιν−
τερφαχε εϖολϖεσ, ανδ τηυσ Υ�σ ανδ Υ� δεσχριβε τηε
τεµπερατυρε ιν τηε σολιδ ανδ τηε λιθυιδ πηασε, ρεσπεχ−
τιϖελψ, χλοσε το τηε ιντερφαχε.
Ωε νοω γετ τηε εθυατιον φορ τηε διµενσιον−λεσσ

τεµπερατυρε φορ τηε σολιδ πηασε ιν τηε ϖιχινιτψ οφ τηε
ιντερφαχε:

δΥ�σ
δ�

= 2
�σ (1� �)ζ0 +

�
1� Υ�σ

�

σ2
�
1� �2

� : (6)

Τηε διµενσιον−λεσσ τεµπερατυρε φορ τηε λιθυιδ
πηασε ιν τηε ϖιχινιτψ οφ τηε ιντερφαχε ισ γιϖεν βψ:

δΥ�
δ�

= 2�
� (σ� 1)�∼ζΛ +

�
1� Υ�

�

(σ� 1)
2
� (2� �)

. (7)

Φορ τηε διµενσιον−λεσσ ποσιτιον ωε γετ:

δσ

δ�
=

1

φ

 
�σ (1� �)

2
ζ0 + 2

�
1� Υ�σ

�

σ
�
1� �2

�

��
� (σ� 1)�2 ∼ζΛ + 2

�
1� Υ�

�

(σ� 1)� (2� �)

!

(8)

3.2.2 Τοταλ µοδελ

Τηε τοταλ µοδελ ισ γιϖεν βψ (6), (7) ανδ (8), ωηερε τηε
νον−διµενσιοναλ ϖαριαβλεσ ανδ παραµετερσ αρε γιϖεν
ιν ταβλε 1.

3.2.3 Νυµεριχαλ ισσυεσ

Τηε µοδελ ισ σινγυλαρ ωηεν ειτηερ σ = 0 ορ σ = 1;
ωιτη πυρε λιθυιδ ορ πυρε σολιδ. Ιτ ισ ασσυµεδ τηατ
ινιτιαλλψ ωε ωιλλ µοστ λικελψ ηαϖε λιθυιδ πηασε, ονλψ.
Τηυσ, υντιλ σολιδι�χατιον σταρτσ, Υ�σ ανδ Υ� αρε νοτ
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ωελλ δε�νεδ ανδ σ = 0. Ιν τηισ ωορκ α ονε−πηασε
(λιθυιδ) µοδελ δισχρετιζεδ βψ τηε µετηοδ οφ λινεσ ισ
υσεδ ινιτιαλλψ, ανδ ωηεν τηε τεµπερατυρε ατ ποσιτιον
Υ� = 0 ιν τηε λιθυιδ ρεαχηεσ 1 (τηε µελτινγ τεµπερα−
τυρε), τηε σολιδι�χατιον µοδελ ισ σταρτεδ. Σινχε σ = 0
ατ σταρτ, τηε ποσιτιον ισ σετ το µαξ (σ; σµ) ωηερε σµ =
10�5. Σιµιλαρλψ, τηε σολιδι�χατιον µοδελ χαν σωιτχη
το α ονε−πηασε (σολιδ) µοδελ ωηεν σ = � = 0:97 ιν
ορδερ το αϖοιδ τηε σινγυλαριτψ ατ σ = 1 ιν τηε µοδελ.

3.3 Α ονε−δοµαιν αππροαχη

Τηε εντηαλπψ µετηοδ ιν [20] ισ υσεδ ασ α βασισ φορ
τηε ονε−δοµαιν µοδελ. Τηε ιδεα ισ το ρεφορµυλατε
τηε ηεατ δι⁄υσιον εθυατιονσ φορ εαχη πηασε ιν τερµσ
οφ τηε εντηαλπψ, τηε συµ οφ σπεχι�χ ανδ λατεντ ηεατσ.
Τηεν τηε εθυατιονσ (1) ανδ (4) ρεδυχε το τηε σινγλε
εθυατιον

�
≅ ⊥Η

≅τ
= κ

≅2Τ

≅ζ2
(9)

ωηερε ⊥Η ισ σπεχι�χ εντηαλπψ, ανδ ιτ ισ ασσυµεδ τηατ
κ ανδ � αρε ινδεπενδεντ οφ τηε τεµπερατυρε. Τηε
τεµπερατυρε ανδ εντηαλπψ αρε ρελατεδ βψ τηε φυνχτιον

⊥Η(Τ ) =

�
⊥χσπΤ; Τ � Τµ

⊥χσπΤµ +� ⊥Ηφ + ⊥χ

π (Τ � Τµ) Τ > Τµ

(10)
ανδ ινϖερσελψ, ωε �νδ τηε τεµπερατυρε ασ

Τ
�
⊥Η
�
=

8
>><

>>:

⊥Η
⊥χσπ
; ⊥Η � ⊥Ηλ

Τµ; ⊥Ηλ < ⊥Η < ⊥Ηυ

Τµ +
( ⊥Η�� ⊥Ηφ�⊥χ

σ
πΤµ)

⊥χπ
; ⊥Η > ⊥Ηυ

ωηερε

⊥Ηλ = ⊥χσπΤµ

⊥Ηυ = ⊥χσπΤµ +�
⊥Ηφ :

Τηε µετηοδ οφ λινεσ ισ υσεδ το δισχρετιζε (9) ιν τηε
σπατιαλ δοµαιν, λεαδινγ το α µοδελ τηατ χονσιστσ οφ
Ο∆Εσ δεσχριβινγ τηε εντηαλπψ ασ α φυνχτιον οφ τιµε
ατ δι⁄ερεντ ποσιτιονσ. Τηε �ξεδ βουνδαρψ χονδιτιονσ
σπεχι�εδ ιν (2) ανδ (3) αρε αππλιεδ ατ τηε βουνδαριεσ.
Ιν σεϖεραλ πυβλιχατιονσ, τηε φροντ ποσιτιον ισ χαλ−

χυλατεδ α ποστεριορι (ο⁄−λινε). Ιν α ποσιτιον χοντρολ
προβλεµ, ηοωεϖερ, αν ονλινε εστιµατ οφ τηε φροντ µυστ
βε αϖαιλαβλε. Α ωαψ το εστιµατε τηε φροντ ισ το ασσυµε
α χονσταντ ρατε ατ ωηιχη τηε λιθυιδ σολδι�εσ δυρινγ τηε
λατεντ ηεατ ρελεασε. Α φυνχτιον ρελατινγ τηε φραχτιον

1

0

fSÝ〞Þ

〞l

A〞f

〞u

〞

Slope =? 1

A〞 f

Φιγυρε 4: Τηε φραχτιον οφ σολιδ ασ α φυνχτιον οφ σπεχι�χ
εντηαλπψ, ⊥Η, ασσυµινγ α χονσταντ σολιδι�χατιον ρατε
δυρινγ τηε λατεντ ηεατ ρελεασε.

οφ σολιδ ανδ τηε εντηαλπψ ισ ιντροδυχεδ, σεε �γυρε 4:

φΣ( ⊥Η) =

8
><

>:

1; ⊥Η � ⊥Ηλ

� 1
� ⊥Ηφ

�
⊥Η � ⊥Ηλ

�
+ 1; ⊥Ηλ < ⊥Η < ⊥Ηυ

0; ⊥Η > ⊥Ηυ

Αν ονλινε εστιµατε οφ τηε ποσιτιον χαν βε χαλχυλατεδ
βψ

η(τ) =
ΝΞ

ι=1

φΣ

�
⊥Ηι(τ)

�
��ζ (11)

ωηερε Ν ισ τηε νυµβερ οφ δισχρετιζατιον ελεµεντσ.

4 Μοδελ Αναλψσισ

4.1 Παραµετερ ϖαλυεσ

Ποσσιβλε παραµετερ ϖαλυεσ αρε ινδιχατεδ ιν ταβλε 2.

4.2 Σιµυλατιονσ

Τηε δεϖελοπεδ µοδελσ ωερε σιµυλατεδ ωιτη χονσταντ
ϖαλυεσ φορ ζΛ ανδ ζ0. Φιγυρε 5 σηοωσ τηε ρεσπονσε
οφ τηε ιντερφαχε ποσιτιον φορ τηε τωο µοδελσ. Τηε �γ−
υρε σηοωσ τηατ φορ τηε τωο−δοµαιν µοδελ τηε φροντ
µοϖεσ ωιτη α χονσταντ ϖελοχιτψ ωηεν ζΛ ανδ ζ0 αρε
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Ταβλε 2: Ποσσιβλε παραµετερσ φορ τηε σολιδι�χατιον
µοδελ.

Παραµετερ ςαλυε

�σ; � 2:34� 103 κγ=µ3

⊥χσπ; ⊥χ

π 103 ϑ= (Κκγ)

κσ 31:4Ω= (µΚ)
κ 66:9Ω= (µΚ)
Τµ 1685Κ

� ⊥Ηφ 1:79� 106 ϑ= κγ
Τ (τ = 0; ζ) 1710Κ

Ταβλε 3: Χοµπυτατιον τιµεσ φορ τηε µοδελσ.
Τωο−δοµαιν Ονε−δοµαιν

3:7 σ Ν = 20: 3:4 σ
Ν = 30: 8:9 σ
Ν = 40: 19:3 σ
Ν = 300: 1800 σ

χονσταντ. Φορ τηε ονε−δοµαιν µοδελ, τηε ϖελοχιτψ
ισ ηιγηερ ατ τηε σταρτ, ανδ τηεν δεχρεασεσ γραδυαλλψ.
Τηε µοδελ ορδερ οφ τηε ονε−δοµαιν µοδελ ισ µυχη
ηιγηερ τηαν φορ τηε τωο−δοµαιν µοδελ, ανδ ηενχε ιτ ισ
προβαβλψ τηε µοστ αχχυρατε µοδελ. Τηε τωο−δοµαιν
µοδελ, ηοωεϖερ, ισ τηε φαστεστ µοδελ. Τηε χοµπυτα−
τιον τιµεσ φορ τηε σιµυλατιον οφ 5000 σ ον α 1:59ΓΗζ
Πεντιυµ Μ χοµπυτερ ωιτη 1Γβψτε ΡΑΜ αρε σηοων
ιν ταβλε 3.

5 Χοντρολ

Ιν ορδερ το χοντρολ τηε χονχεντρατιον οφ ιµπυριτιεσ ιν
τηε σολιδι�εδ µεταλ, τηε σολιδι�χατιον ϖελοχιτψ µυστ
βε χοντρολλεδ. Τηε µοδελσ δεϖελοπεδ αβοϖε γιϖε τηε
ποσιτιον ατ τηε ιντερφαχε. Ιφ ωε ωαντ το χοντρολ τηε
ϖελοχιτψ, τηε ποσιτιον µυστ τραχκ α ραµπ. Ωε τηεν
νεεδ αν ιντεγρατορ ιν τηε χοντρολλερ το αχηιεϖε ζερο
ερρορ ατ στεαδψ στατε.

5.1 Χοντρολ οφ τηε τωο−δοµαιν µοδελ

Ωε νοω ωριτε τηε µοδελ ασ

_ξ = φ(ξ;υ) (12)

ψ = η(ξ;υ)

ωηερε

ξ =
�
σ Υ�σ Υ�

�Τ
=
�
ξ1 ξ2 ξ3

�Τ

Φιγυρε 5: Σιµυλατιον οφ τηε ιντερφαχε ποσιτιον φορ τηε
τωο δι⁄ερεντ µοδελσ ατ χονσταντ ηεατινγ ανδ χοολινγ.
Τηε νυµβερ οφ δισχρετιζατιον ελεµεντσ, Ν = 40, φορ
τηε ονε−δοµαιν µετηοδ.

ανδ
υ =

�
ζ0 ζΛ

�Τ
=
�
υ1 υ2

�Τ
:

φ1, φ2 ανδ φ3 αρε γιϖεν βψ συβστιτυτινγ ξ ανδ υ ιντο
τηε εξπρεσσιονσ ιν (6), (7) ανδ (8). Ωε αλσο ηαϖε

ψ = ξ1:

Αυγµεντινγ τηε στατε εθυατιον ωιτη τηε ιντεγρατορ
_� = ε = σρεφ � ξ1, ωε οβταιν

_ξ = φ(ξ;υ)

_� = _ξ4 = σρεφ (�)� ξ1 = φ4(ξ;υ)

ωηερε σρεφ (�) = ϖρεφ � � ισ τηε ρεφερενχε ποσιτιον.
Τηε λινεαρ ΠΙ χοντρολλερ ισ γιϖεν βψ

υ2 = ΚΠ ε+ΚΙ�

Τηε χλοσεδ λοοπ µοδελ ισ σιµυλατεδ ωιτη τηε λινεαρ
χοντρολλερ ωιτη ΚΠ = 20 ανδ ΚΙ = 2. Τηε ρεσυλτσ αρε
σηοων ιν �γυρε 6 (�ρστ συβπλοτ) ανδ 7 (σολιδ λινε).
Αχχορδινγ το τηε �γυρεσ, τηε σψστεµ τραχκσ τηε ρεφερ−
ενχε ωελλ ιν τηισ παρτιχυλαρ χασε.

5.2 Χοντρολ οφ τηε ονε−δοµαιν µοδελ

Τηε χοντρολλερ φορ τηε ονε−δοµαιν µοδελ ισ ιµπλε−
µεντεδ ιν α σιµιλαρ ωαψ ασ φορ τηε τωο−δοµαιν µοδελ.
Τηε χοντρολλερ παραµετερσ αρε ΚΠ = 15 � 106Ω=µ
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Φιγυρε 6: Χοντρολλεδ ιντερφαχε ποσιτιον φορ τηε τωο
µοδελσ ωηεν τηε διµενσιονλεσσ ϖελοχιτψ ρεφερενχε ισ
0:8. Τηε δασηεδ λινεσ αρε ρεφερενχε ϖελοχιτιεσ, ανδ τηε
σολιδ λινεσ αρε εστιµατεδ ιντερφαχε ποσιτιον.

ανδ ΚΙ = 4000Ω=µσ. (Τηε ονε−δοµαιν µοδελ ισ
νοτ διµενσιονλεσσ).
Τηε µανιπυλατεδ ϖαριαβλε ιν �γυρε 7 (δασηεδ λινε)

σηοωσ α ϕαγγεδ βεηαϖιουρ. Τηισ ισ α δισχρετιζα−
τιον προβλεµ. Ωηεν τηε νυµβερ οφ δισχρετιζατιον
ελεµεντσ ισ ινχρεασεδ, τηε µανιπυλατεδ ϖαριαβλε ισ
σµοοτηεδ.

6 Χονχλυσιονσ

Τηε ιντεντιον οφ τηισ παπερ ισ το δεϖελοπ τωο φαστ
ανδ σιµπλε µεχηανιστιχ µοδελσ φορ τηε ποσιτιον οφ τηε
σολιδι�χατιον ιντερφαχε. Τηε µοδελσ αρε σιµπλι�εδ το
µακε ιτ συιταβλε φορ χοντρολ πυρποσεσ, ανδ αρε υσεδ το
δεϖελοπ α λινεαρ ΠΙ−χοντρολλερ ιν ορδερ το χοντρολ τηε
σολιδι�χατιον ϖελοχιτψ.
Τηε τωο−δοµαιν αππροαχη ρεσυλτσ ιν α µοδελ χον−

σιστινγ οφ τωο Π∆Εσ ανδ ονε Ο∆Ε. Τηε Π∆Εσ αρε δισ−
χρετιζεδ βψ τηε χολλοχατιον µετηοδ. Τηε ονε−δοµαιν
αππροαχη ρεσυλτσ ιν α µοδελ ωιτη Ν (νυµβερ οφ δισ−
χρετιζινγ ελεµεντσ) Ο∆Εσ ωηεν δισχρετιζεδ βψ τηε
µετηοδ οφ λινεσ.
Τηε δισχρετιζεδ σψστεµσ αρε ιµπλεµεντεδ ιν

ΜΑΤΛΑΒ. Α λινεαρ ΠΙ−χοντρολλερ ισ ιµπλεµεντεδ ον
τηε σψστεµσ ιν ορδερ το χοντρολ τηε δψναµιχσ οφ τηε
σολιδι�χατιον φροντ. Φορ τηε χασεσ σιµυλατεδ αβοϖε,
τηε ποσιτιον τραχκσ τηε ρεφερενχε ωελλ.
Νυµεριχαλ δι′ χυλτιεσ αρε πρεσεντ ιν τηε τωο−

Φιγυρε 7: Μανιπυλατεδ ϖαριαβλε (ηεατινγ ατ τηε τοπ
οφ τηε χολυµν) φορ τηε σιµυλατεδ χασεσ αβοϖε. Σολιδ
λινε ισ φορ τηε τωο−δοµαιν µοδελ, ανδ δασηεδ λινε ισ
φορ τηε ονε−δοµαιν µοδελ.

δοµαιν µοδελ δυε το τηε σινγυλαρ βεηαϖιουρ οφ τηε
δισχρετιζεδ σψστεµ. Βψ ιντροδυχινγ διµενσιονλεσσ
ϖαριαβλεσ, τηε νυµεριχαλ περφορµανχε οφ τηε µοδελ
ισ ιµπροϖεδ. Τηε ονε−δοµαιν µοδελ σηοωσ νο νυ−
µεριχαλ δι′ χυλτιεσ. Ιτ ωιλλ προβαβλψ βε εασιερ το ιµ−
πλεµεντ φορ 2∆ ανδ 3∆ µοδελσ σινχε τηε χολλοχατιον
µετηοδ γετσ ϖερψ χοµπλιχατεδ φορ ηιγηερ διµενσιονσ.
Α δισαδϖανταγε οφ τηε ονε−δοµαιν µοδελ ισ ιφ τηε
εντηαλπψ−τεµπερατυρε ρελατιον ισ µορε χοµπλιχατεδ,
ε.γ. τηε σπεχι�χ ηεατ χαπαχιτιεσ αρε τεµπερατυρε δε−
πενδεντ. Τηεν ιτ µαψ βε α προβλεµ το σολϖε τηε ιν−
ϖερσε οφ τηε φυνχτιον ιν (10) το γετ τηε τεµπερατυρε−
εντηαλπψ ρελατιον.
Ιν χονχλυσιον, τηε µαιν χοντριβυτιονσ οφ τηισ παπερ

αρε:

� Τηε δεϖελοπµεντ οφ τωο φαστ ανδ σιµπλε µοδελσ
φορ αν ον−λινε τραχκινγ οφ τηε σολιδι�χατιον ιντερ−
φαχε.

� Α λινεαρ χοντρολ στρατεγψ το χοντρολ τηε σολιδι�−
χατιον ϖελοχιτψ.

Φυρτηερ ρεσεαρχη ωιλλ ινχλυδε ϖαλιδατινγ ωιτη πλαντ
δατα. Αλσο, τηε µοδελσ σηουλδ βε εξπανδεδ το ιν−
χλυδε 2 ορ 3 σπατιαλ διµενσιονσ. Ινχορπορατιον οφ τηε
δψναµιχσ ατ τηε τοπ ανδ βοττοµ οφ τηε χολυµν ωιλλ
προβαβλψ ενηανχε τηε µοδελ φυρτηερ. Οτηερ µοδελ−
ινγ µετηοδσ (ε.γ. τηε λεϖελ σετ µετηοδ) µαψ αλσο
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ιµπροϖε τηε χοµπυτατιον σπεεδ ανδ αχχυραχψ οφ τηε
φροντ ποσιτιον.
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Abstract 
Urea is an important product of petrochemical plants, which is mainly used as fertilizer.  In this 

study, a model is developed based on the sequential modular simulation of chemical processes.  

In the proposed model the urea reactor is divided into several continuously stirred tank reactors 

(CSTR).  In order to model the performance of these reactors the hydrodynamic and reaction 

submodels should be integrated together.  The heterogeneous reaction of formation of ammonium 

carbamate was considered in this model.  This reaction was considered to occur in the liquid 

phase in the previous works presented in literature.  Also formation of biuret in the reactor is 

considered which has not been considered in previous works.  The validity of the proposed model 

was demonstrated using the industrial data.  The agreement between the results of the model and 

the industrial data was found to be satisfactory. 

Keywords: Reactor modelling, Urea reactor, Heterogeneous reaction, Sequential modular 

approach 

 

Nomenclature 
a moles of water added per mole of 

ammonium carbamate 

CAo initial concentration of A [kmol.m-3] 

CU0 initial concentration of urea [mol.lit-1] 

HI enthalpy of inlet stream [kJ.hr-1] 

HO enthalpy of outlet stream [kJ.hr-1] 

k rate constant of urea production [hr-1] 

k’ rate constant of biuret production  

[lit.mol-1.hr-1] 

Kp equilibrium constant of ammonium 

carbamate production [atm3] 

m initial moles of carbon dioxide [mol] 

n initial moles of ammonia [mol] 

nt total number of moles [mol] 

N/C nitrogen to carbon mass ratio 

P total pressure [atm] 

Pc critical pressure [kPa] 

PCO2 partial pressure of carbon dioxide [atm] 

PNH3 partial pressure of ammonia [atm] 

Qac heat produced by ammonium carbamate 

formation [kJ.hr-1] 

 
*Corresponding author.  Phone: +98 21 6967781, Fax: +98 

21 6957784, E-mail: sotudeh@ut.ac.ir 

Qb heat consumed by biuret formation  

[kJ.hr-1] 

Qu heat consumed by urea formation 

[kJ.hr-1] 

-rA reaction rate [mol.m-3.hr-1] 

t time [hr] 

T temperature [K] 

Tc critical temperature [°C] 

Tf final temperature of reactor [ºC] 

TNBP normal boiling point temperature [ºC] 

V reactor volume [m3] 

vo volume flow of feed [m3.hr-1] 

x moles of ammonium carbamate [mol] 

XA partial conversion of A 

X1 partial conversion of ammonium 

carbamate to urea 

X2 partial conversion of urea to biuret 

XU concentration of urea in the reactor liquid 

outlet stream [Wt%] 

y moles of urea per volume that reacts in t 
interval [mol.lit-1] 

と density [kg.m-3] 
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Introduction 

Urea (NH2CONH2) is produced at industrial scale 

by the reaction between ammonia and carbon 

dioxide at high pressure (13-30 MPa) and high 

temperature (170-200 ºC).  The overall reaction is 

as follows: 

OHCONHNHCONH 222232 -±-  (1) 

The process of urea formation consists of two 

sequential steps.  In the first step, ammonium 

carbamate is formed by the following reaction in 

the liquid phase: 

)l(NHCONH)l(CO)l(NH 422232 ±-  (2) 

This reaction is very exothermic and fast in both 

directions so that it could be considered at 

equilibrium at the conditions found in industrial 

reactors where the residence time is rather high.  

In the next step, ammonium carbamate is 

dehydrated to form urea: 

)l(OH)l(CONHNH)l(NHCONH 222422 -±
 

(3) 

This reaction is endothermic and slow as 

compared to the previous reaction.  Therefore it 

needs a long time to reach the equilibrium. 

There are different types of processes to produce 

urea in the commercial units.  These processes are 

typically called once through, partial recycle and 

total recycle [1, 2].  In the total recycle process, 

which is employed widely, all the ammonia 

leaving the synthesis section is recycled to the 

reactor and the overall conversion of ammonia to 

urea is reaches 99%.  Stamicarbon and 

Snomprogetti processes [3] are the most common 

examples of such process [4]. 

Since urea has became almost the most widely 

used fertilizer and its production is important in 

the petrochemical industry, there has been many 

attempts to model and simulate the reactor of urea 

production as the heart of the process [1-4].  

Although all these researchers have considered the 

presence of two phases (i.e., gas and liquid) in 

their model, none of them have considered the 

existence of the following heterogeneous reaction 

between carbon dioxide and ammonia in the 

ammonium carbamate formation step: 

)l(NHCONH)g(CO)g(NH 422232 ±-  (4) 

It is worth noting that in the present work, this 

heterogeneous reaction occurs in the reactor 

instead of the homogeneous reaction (2).  

Moreover, in the studies reported in the literature, 

biuret (NH2CONHCONH2) formation, which is 

the main undesired by-product in the urea 

production process, is neglected.  As biuret is toxic 

to plants, its content in fertilizers has to be kept as 

low as possible.  The reaction of biuret formation 

is: 

32 2222 NHCONHCONHNHCONHNH -±  (5) 

This is a slow, endothermic reaction.  Biuret 

formation takes place when there is a high urea 

concentration, low ammonia concentration and 

high temperature.  It has been tried in this work to 

model and validate the industrial urea reactor 

considering the above mentioned reactions. 

 

Model Development 

In this section, the hypotheses and necessary 

equations for developing the steady state model of 

the urea reactor are described in detail.  A 

complete list of the components involved in the 

process of urea synthesis as well as their physical 

properties are shown in Table 1. 

 

Hypotheses 

Modelling the urea reactor in this work is based on 

the following assumptions: 

‚ Only CO2, H2O, NH3 and inert gases (O2, N2) 

exist in the gas phase. 

‚ Formation of urea takes place only in the 

liquid phase. 

‚ Dissolution of inert gases in liquid phase is 

neglected. 

‚ Biuret is produced in the reactor. 

 

Thermodynamics 

Wilson and ideal gas equations were used as 

equations of state for liquid and gas phases, 

respectively.  Although, the equations based on the 

activity were examined to predict the behavior of 

liquid phase the nearest results to the real data 

were found with using the Wilson equation.  The 

binary interaction coefficients of Wilson equation 

were modified to fit the actual data.  Although 

several equations of state were examined for the 
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gas phase the best results in comparison to plant 

data were obtained with using this couple of 

equations. 

 

 

Pc  

[kPa] 

Tc  

[°C] 

と  

[kg.m
-3

] 

TNBP  

[°C] 
Component 

997.31 770.52 1068.9 598.3 Biuret 

1103.92 785.27 1100 600 Ammonium 

Carbamate 

9050 431.85 1230 191.85 Urea 

7370 30.95 825.34 -78.55 CO2 

22120 374.15 997.99 100 H2O 

11276.9 132.4 616.07 -33.45 NH3 

5080.02 -118.38 1137.68 -182.95 O2 

3394.37 -146.96 806.37 -195.8 N2 

Table 1. Properties of process components 

 

Hydrodynamic Submodel 

The feed to the urea reactor consists of two liquid 

(ammonium carbamate rich) and vapor (CO2 and 

NH3) streams, entering from bottom.  This makes 

both phases to move upward.  The movement of 

bubbles through the liquid phase causes mixing 

in the liquid phase.  Moreover, there are several 

perforated plates at different levels inside the 

reactor in order to prevent back mixing and 

further mixing between the two phases.  

Consequently, the reactor can be conveniently 

considered as a sequence of CSTRs. 

  

Reaction Submodel 

Three main reactions considered in the process 

are formation of ammonium carbamate (4), 

formation of urea (3) and formation of biuret (5).  

The residence time in the urea reactor is high 

enough in order the reaction of ammonium 

carbamate formation to be practically considered 

at equilibrium [5].  There are several expressions 

in the literature to define the equilibrium constant 

as a function of temperature [5-7].  These 

relationships are in good agreement with each 

other.  In the present work, the formula given by 

Egan et al. [6] has been adopted due to the fact 

that it covers a wide range of temperature: 

969.23
102291.8

log
3

-
·

/?
T

K p  (6) 

In order to further improve the accuracy of the 

model, in addition to the data obtained from 

Egan et al. [6], existing equilibrium data at the 

industrial reactor outlet was also considered and 

Eq. (6) was improved as follows: 

161.22
106569.7

log
3

-
·

/?
T

K p

 

(7) 

The formation of urea and biuret are considered 

as slow reactions and far from the equilibrium in 

the urea reactor.  For the urea formation reaction, 

the rate equation of Claudel et al. [8] in the 

presence of initial water was used in the present 

study: 

))(1( 11

1 XaXk
dt

dX
-/?  (8) 
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In the case of biuret formation reaction, the rate 

equation proposed by Shen [9] was used in this 

study: 

2

0 )yC('k
dt

dy
U /?  (9) 

 

Reactor Model 

A schematic diagram of an industrial urea reactor 

is shown in Figure 1. 

Urea product 

 

10 

9 

 

 
 
 

 
 
 

 
2 

1 

Sieve Tray 

Gas inlet: N2, O2, 

NH3, CO2, H2O 

Liquid inlet: NH3, 

H2O, NH2CO2NH4 

Gas outlet: no reacted of gas feed 

and inert  

 

Figure 1: Urea reactor 

 

In order to reach a model for the urea reactor the 

hydrodynamic and reaction submodels should be 

coupled.  The urea reactor is a cylindrical vessel 

where nitrogen, oxygen, water, ammonia and 

carbon dioxide in gas phase and ammonium 

carbamate, free ammonia and water in liquid 

phase are introduced from the bottom.  As it was 

mentioned above, in order to increase the mixing 

in the reactor, several perforated trays are 

installed inside the reactor.  All the three main 

reactions (i.e., the heterogeneous reaction of 

formation of ammonium carbamate and urea and 

biuret formation in liquid phase) are considered 

to take place in the reactor.  Irazoqui et al. [2] 

considered the whole urea reactor as a sequence 

of CSTRs.  Although the same approach is 

adopted in this work for modeling the urea 

reactor, the heterogeneous reaction of ammonium 

carbamate formation (reaction 4) was adopted 

instead of the homogeneous reaction (reaction 2).  

A schematic model of sequential CSTRs is 

shown in Figure 2. 

 

 

Figure 2. Schematic diagram of sequential 

CSTRs 

 

Each reactor operates adiabatically.  Due to high 

residence time of the reactants in the urea 

reactor, formation of ammonium carbamate at 

the reactor outlet can be practically considered at 

equilibrium [5].  However, it is obvious that the 

equilibrium is not reached in the interstages 

when dividing the reactor into n CSTRs.  

Therefore, it is assumed in the present study that 

the reaction proceeds only 1/n toward the 

equilibrium in each CSTR.  As a result, the 

reaction would reach the equilibrium at the exit 

of the nth CSTR which is the outlet of the main 

urea reactor.  The goal of this assumption is to 

ease the material and energy balance around each 

CSTR from which the temperature and 

compositions of outlet flows are calculated.  

Therefore, the amount of ammonium carbamate, 

urea and biuret could be calculated and then heat 

balance was performed for each CSTR.  When 

the heat balance around a CSTR is satisfied, the 

calculated temperature and compositions of its 

outlet stream is used as the input data of the inlet 

stream for the next reactor. 

The temperature of each CSTR has to be 

obtained through a trial and error method.  This 

method is described as follows: The exit 

temperature of the reactor is guessed at the 

beginning of the calculations.  Knowing the 

temperature, the equilibrium constant was 

calculated from eq. (8) and the amount of 
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ammonium carbamate formation is calculated 

from: 

3

2
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23
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(10) 

Since it is assumed that in each CSTR this 

reaction moves 1/n toward the equilibrium, the 

amount of ammonium carbamate calculated from 

eq. (10) was multiplied to 1/n.  Consequently, the 

amount of heat produced in the reactor due to 

ammonium carbamate formation was evaluated. 

In the case of kinetic-controlled reactions 

(reactions 3 and 5) the corresponding conversion 

has to be determined from the mass balance 

equation of the CSTR [10]: 

A

AA

r

XC

v

V

/
? 0

0

 (11) 

Introducing the kinetic expression of urea 

formation (eq. 8) into eq. (11) yields the 

following equation from which the amount of 

urea produced in each CSTR was calculated: 

01 1

02

1 ?/Õ
Ö

Ô
Ä
Å

Ã /-- aX
kV

v
aX  (12) 

Similar to the ammonium carbamate reaction, the 

amount of heat consumed due to urea formation 

could be calculated. 

Biuret is also formed in the urea reactor.  

Introducing the reaction rate of biuret formation 

(eq. 9) into eq. (11) allows the amount of biuret 

at each CSTR to be calculated: 

012 2

0

02

2 ?-ÕÕ
Ö

Ô
ÄÄ
Å

Ã
|

-/ X
VCk

v
X

U

 (13) 

This is also an endothermic reaction whose 

required heat of reaction was evaluated after 

determining the amount of biuret formed in each 

CSTR. 

Finally, for each CSTR the energy balance 

should be satisfied.  The steady-state heat 

balance equation for each reactor is: 

0?//-/ buacOI QQQHH  (14) 

If eq. (14) is not satisfied, the assumed 

temperature of the reactor outlet was changed 

accordingly and the above mentioned 

calculations were repeated from the beginning.  

The iterative procedure was repeated until the 

energy balance equation is satisfied from which 

the exit temperature and composition of each 

CSTR were established. 

 

Results and Discussion 
Typical industrial operating conditions of the 

urea reactor are listed in Table 2. 

 

 

Ammonium 

Carbamate 

(kg/hr) 

Oxygen 

(kg/hr) 

Nitrogen 

(kg/hr) 

Water 

(kg/hr) 

Ammonia 

(kg/hr) 

Carbon

Dioxide

(kg/hr) 

T 

(ºC) 

P 

(kg/cm
2
) 

Stream 

0 205 1443 641 30225 17505 169.5 146 Gas 

128220 0 0 14314 18924 0 169.5 146 Liquid 

Table 2. Typical inlet conditions of the reactor 

 

Before starting the simulation, the number of 

stages (CSTRs) in the urea reactor has to be 

determined.  Figure 3 shows the impact of the 

number of stages on the predicted conversion at 

the outlet of the urea reactor for the given set of 

operating conditions.  The figure shows that 

beyond 10 stages, there is no significant change 

in the performance of the reactor.  Therefore, in 

the rest of this work, the urea reactor was 

considered to be consisted of 10 CSTRs in series.  

It is worth noting that this number is also the 

number of sieve trays used in the industrial 

reactor.  In each tray, the gas and liquid passing 

through the reactor mix again with each other and 

re-distribute the concentrations and temperature.  

Therefore, also from this point of view, each tray 

could be considered as a single CSTR.  It is worth 

mentioning that although all the reactions 

considered by Irazoqui et al. [2] were in liquid 

phase, they presented a diagram very similar to 

what shown in this work in Figure 3.  Irazoqui et 

al. [2] preferred to choose 25 stages for modeling 

the urea reactor.  However, it is seen from Figure 
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3 that there would be no significant difference 

between these choices for the number of CSTRs. 
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Figure 3. Impact of the number of CSTRs on the model prediction of the conversion to urea 

 

The validity of the proposed model was tested 

against the data obtained from industrial scale 

reactor.  Figure 4 illustrates the comparison 

between the predicted temperature profile along 

the reactor and real plant data.  As can be seen in 

this figure, the model is in good agreement with 

the actual plant data.  Moreover, a comparison 

between the model predictions and the plant data 

on some key operating parameters of the reactor 

is shown in Table 3.  This table also confirms that 

the model predictions are in good agreement with 

the plant data. 

 

Key 

parameters 

Unit Plant 

data 

Simulation 

results 

Tf 

  
ºC 183 182.5 

N/C 

  
- 2.9 3.09 

Xu 

  
Wt% 33.9 33 

Table 3. Comparison between plant data and 

modelling results for the urea reactor 

 

 

Conclusions 

The industrial urea reactor was modelled using a 

sequential modular approach.  In order to develop 

this model, hydrodynamic and reaction 

submodels were coupled with each other.  The 

hydrodynamic of the urea reactor was simulated 

by a sequence of CSTRs in series.  The 

heterogeneous reaction of the formation of 

ammonium carbamate was considered in the 

model.  Temperature dependence expression of 

equilibrium constant of ammonium carbamate 

reaction was corrected using the data in the 

literature as well as that at the exit of the real urea 

reactor.  Comparison between simulation results 

and plant data shows a good consistency between 

the model and reality. 
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Figure 4. Comparison of the predicted temperature profile with actual plant data 
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Abstract 
 

In this paper, the relationship between the Gas to Melt Ratio (GMR) and the fraction 

solid of an evolving billet surface is investigated numerically. The basis for the analysis 

is a recently developed integrated procedure for modelling the entire spray forming 

process. This model includes the atomisation stage taking thermal coupling into 

consideration and the deposition of the droplets at the surface of the billet taking 

geometrical aspects such as shading into account. The coupling between these two 

models is accomplished by ensuring that the total droplet size distribution of the spray is 

the summation of “local” droplet size distributions along the r-axis of the spray cone. 

The criterion for a successful process has been a predefined process window 

characterised by a desired fraction solid range at a certain distance from the atomizer. 

Inside this process window, the gas and melt flows have been varied and their influence 

on the fraction solid at the surface of the billet has been analysed. 

Keywords: Spray forming, atomization, deposition, Modelling, Gas to Melt Ratio, 

Process window. 

 

 
 

Nomenclature 
 

Ag Area of gas delivery nozzles [m] 

cp Specific heat capacity [JKg-1K-1] 

cp
,
 Adjusted specific heat capacity  

[JKg-1K-1] 

d Droplet diameter [m] 

d50,k Mean droplet diameter of local 

distribution k [m] 

en Unit vector normal to the preform 

[m] 

ef Unit vector along the line between 

surface point and the atomiser [m] 

ex Unit basis vector [m] 

ey Unit basis vector [m]  

ez Unit basis vector [m]  

dm Mass median diameter of droplets 

[om] 

d0 Liquid stream diameter [om] 

D0 Distance from the atomizer to the 

surface of the billet [m] 

fs Fraction solid [-] 

fl Fraction liquid of spray [-] 
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Fl Fraction liquid of preform [-] 

i Index for droplet diameter [-] 

Jg Mass flow rate of gas [kgs-1] 

Jl Mass flow rate of liquid [kgs-1] 

k Thermal conductivity [Wm-1K-1] 

k Index for local distribution [-] 

Ka Experimental constant in (1) [m] 

m%  Mass flow of droplets in diameter 

interval [kgs-1] 

),( zrM% Mass flux distribution in spray 

cone [kgs-1]  

r Spatial coordinate [m] 

SE Sticking efficiency [-]  

t Time [s]  

T Temperature [K] 

Tsol Solidus Temperature [K] 

Tliq LiquidusTemperature [K] 

TM Solvent melt Temperature [K] 

TE Eutectic Temperature [K] 

Pk
local   Local droplet distribution  [-] 

We Weber number [-] 

x Spatial coordinate [m] 

y Spatial coordinate [m] 

z Spatial coordinate [m] 

 

cs Parameter in (4) [-] 

cl Parameter in (4) [-] 
Left

fHF Remaining freezing enthalpy  

[Jkg-1] 

g Parameter in (4) [-] 

jg Kinematic viscosity of gas [Pa s] 

jl Kinematic viscosity of liquid [Pa s] 

t" Density [kgm-3] 

u Standard deviation [-] 

s Spatial coordinate [-] 

z Shading function [-] 

 

Introduction  

 

Despite a continuous attempt towards 

fundamental understanding of the spray 

forming process, many important features 

remain unexplored. An enhanced 

understanding of the process should permit 

development of predictive models elucidating 

the interrelationships between the 

process/structure/properties and performance. 

 

The spray forming process has been 

continuously modelled and described in 

literature. The models are often divided into 

two parts namely: atomization and 

deposition.  A major part of the models for 

atomization are based on the idea that the 

continuous phase affects the properties of the 

dispersed phase but not vice versa [1,2]. 

However, in a real system the droplets, which 

are represented by their size distribution do 

interact with each other via the gas and 

therefore a model that is able to reflect that, 

is desirable.  

As for the deposition, the models proposed in 

literature can be divided into two principally 

different approaches, i.e purely geometrical 

models [3-4] and models, which take both the 

thermal and the geometrical effect into 

consideration [5]. 

Recently, a new integrated model for both 

atomization and deposition in the spray 

forming process taking into account the 

interaction between the atomization gas and 

the different droplet sizes has been developed 

for a Gaussian shape [6-8] and billet shape 

[9] geometries.  

One of the important process parameters for 

controlling the quality of the spray formed 

billet in the industry is the surface fraction 

solid. This is very much dependent on the 

energy contained in the droplets arriving to 

the surface of the preform, i.e. the 

temperature and size of the droplets. 

Moreover, the droplet size distribution as 

well as the temperature of the droplets are 

dependent on the ratio between the gas flow 

and the melt flow and on the gas velocity. A 

way to control the surface fraction solid 

during the process, is to control the ratio 

between the flow rate of the gas and the melt 

known as the Gas to Metal Ratio (GMR).  

In the present work, the recent developed 

numerical model for the spray forming 

process [9] has been used to study the 

influence of the GMR on the surface fraction 

solid.  

 

Model description 
 
Atomization model 

During atomization, a bulk liquid is 

disintegrated into droplets of different sizes. 

Looking at a given atomizer design and melt 

composition, several variables influence the 

droplet size distribution which in turn is 

decisive for the thermal state of the arriving 

droplets at the preform and hence the surface 

temperature. These variables include process 

related variables such as: Melt superheat, 
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nozzle geometry, melt flow rate, gas flow 

rate, gas velocity, gas temperature, and 

chemical and physical properties of the liquid 

metal and the atomization gas, [1]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1 Integrated model of the spray 

forming process consisting of a 1-D model of 

the atomization in the spray cone and a 3-D 

model of the deposition process. 

 

In order to solve correctly the two-phase flow 

problem, i.e. the gas phase and the liquid 

metal phase, during the atomisation process, 

a fully coupled momentum and energy 

formulation should be applied in general. In 

the present model, the momentum and energy 

conservation of the droplets during flight are 

coupled together. The droplet size 

distribution is discretized by a number of size 

groups ranging from 1 up to 600 om in 

diameter with a constant increment of Fd. 

The upper limit is chosen as the maximal 

possible size of the droplets in the 

distribution. Each group’s contribution to the 

overall heat balance is given by its mass 

flow, i.e. its probability times the total mass 

flow of metal, Jl, see equation (3). 
The heat balance between the droplets and 

the surrounding gas is set up by assuming a 

1-D Eulerian frame, i.e. fixed finite control 

volumes along the centreline of the spray 

cone, assuming that the injected gas is only 

slightly expanded along the radial direction. 

This assumption enables to simulate the 

process in one dimension, see Figure 1. It 

should be noted that thermal coupling was 

present in the atomization model, because of 

the fact that the gas temperature was not 

assumed to be known a priori, but calculated 

together with the droplet temperatures in a 

coupled manner. A more comprehensive 

description of the atomization model is given 

in [6,8]. 

 

The mean diameter of the droplet size 

distribution is directly related to the GMR 

and several suggestions for this relationship 

have been given in literature. In the present 

model, the most comment used empirical 

equation representing the mass median 

diameter has been used, [10]: 
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From this expression it is readily seen that 

increasing GMR decreases the mass median 

diameter and thereby the droplet size. The 

temperature of the arriving particles at the 

deposit surface depend both on the particle 

size, i.e. smaller droplets cool faster than 

large ones, as well as on the position of the 

deposit substrate along the axis of symmetry. 

This leads to an enthalpy of the spray cone, 

which is position dependent and influences 

the surface fraction solid of the billet. 

In order to achieve a good homogeneous and 

dense billet, the desirable fraction solid of the 

particles on impact should be around 0.5-0.7 

[1]. This criterion defines the desired process 

window used later on in the analysis. 

 

Deposition model 

The deposition model is based on a 3-D 

cylindrical geometry, (r,s,z). The 

temperatures in the spray deposit material are 

thus governed by  
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In the present case Qgen arises from the phase 

change. Note that the release of the 

remaining latent heat after droplet flight, 
Left

fHF , in the preform, is accomplished by 

introducing an adjusted value for the specific 

heat, 
,
pc , according to the expression 

Preform 

Atomizer 

z

r 

s
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T

f
Hcc sLeft

fpp •
•

F/?, , where the term 
T

f s

•
•

is 

given by Clyne-Kurz model. The derivation 

of 
,
pc  is easily obtained by setting Qgen equal 

to the released heat per unit volume from 

solidification in equation (2). Combining this 

temperature dependent 
,
pc -value with an 

algorithm “pushing” the temperature back to 

the liquidus temperature when entering the 

solidification interval [11], no iterations are 

needed for this non-linearity in order to 

ensure consistency between temperatures and 

material data.  

The numerical solution of equation (2) is 

based on the finite volume method, in which 

the governing differential equation is 

integrated over each of the control volumes. 

This way, the conservation principle, i.e. 

energy balance is expressed for the control 

volume. Further details on the choice of 

boundary conditions and heat transfer 

coefficients are given elsewhere, [8]. 

 

Coupling of the models 

The coupling of the atomization and the 

deposition model is achieved through the 

droplet size distribution. The total size 

distribution of the spray is in fact the 

summation of a number of “local” 

distributions along the r-axis. The mesh along 

the r-axis is divided into control volumes 

each of which contains a droplet size 

distribution, )( i

local

k dP , i.e. a “local” 

distribution. The overall mass distribution 

can be expressed as, 
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where the local dispersion is assumed to 

depend on the local mass mean similarly to 

the global distribution, i.e. 3
,50

13

k
k

d
?u , [12]. 

The local size distribution, i.e. in each control 

volume, is then used to calculate the average 

enthalpy of each control volume. The major 

advantage of the atomization model is that it 

enables a calculation of the enthalpy for each 

group of similar droplet size, based on the 

interaction of this size group with the whole 

range of sizes and the surrounding gas. The 

enthalpy of the different droplet sizes is then 

contributing to the overall enthalpy of the 

specific control volume. Subsequently, the 

enthalpy is converted into temperature and 

used to describe the temperature of the 

specific cell. For more details on this 

procedure see [9]. 

 

A key parameter, which determines the yield 

and the shape of the deposited material, is the 

sticking efficiency, SE of the droplets to the 

surface. The sticking efficiency describes 

how good the droplets “stick” to the already 

deposited material. The model proposed by 

Mathur [13] was applied for the numerical 

procedure. This SE model is based on two 

macroscopic components: a) A geometrical 

component which depends on the angle of 

incident between the spray direction and the 

surface normal and b) A thermal component 

which depends upon the fraction liquid in the 

spray and the fraction liquid in the deposited 

surface.  The thermal SE(T) is given by, 
 

gcc )()( Llss ffTSE -?  (4) 
 

where 
 

)1(75.01 Ls F/©/?c  and 98.0…lc  

and the parameter g  varies from 0 to 1 and is 

consistent with the variation in the viscosity 

as a function of FL.  

 

Billet Shape model 

The spray forming process in the industry is 

used mainly for the production of billet shape 

products. The final billet shape and its 

properties are strongly influenced by the 

process parameters and therefore the ability 

to control the final shape is very important.  

The billet model in the present work 

describes the evolution of a 3D deposit 

surface in Cartesian coordinates. The 

important effect of shading has to be 

incorporated into the model in order to 

simulate the correct shape of the billet, see 

Fig. 1. Previous studies [14] have already 

taken this effect into consideration, however, 

in the present study a somewhat different 
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approach is used to calculate the shading 

effect [15].                                 

The billet shape model is initiated by 

assigning a number of grid points to the 

substrate surface and thereby defining a 

mesh, composed of triangles. The position of 

these grid points is then advanced with time. 

In each time step of the calculation, the new 

position of all the points on the surface is 

calculated using the mass flow distribution 

and geometrical considerations. The new 

position is found as [9], see Figure 2: 
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),( zrM%  is the mass flux and z(x,y,z,t) is the 

shading function which is designed in such a 

way that z is equal to 0 when shading is 

present, otherwise it is 1.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2 Vectors describing the evolution of 

the billet surface. 

 

In order to calculate the surface evolution, 

i.e. hF , the four terms, fe , ne , M%  and z  

must be obtained. The vectors fe and ne  are 

obtained from relatively straightforward 

vector calculus, see e.g. [8, 9]. The mass flow 

at any point at the surface of the preform can 

be found from the mass distribution in the 

spray cone, e.g. typically given by a Guassian 

distribution in combination with the actual 

positions of the atomizer and the point under 

consideration, [9]. The determination of the 

shading function, z , calls for a rather 

complex algorithm. The details of the 

different sub-models and validations against 

analytical and numerical solutions as well as 

experimental observations have been 

extensively published and can be found 

elsewhere, e.g. [8,9]. 

 

Results 
Figures 3 and 4 show a comparison between 

the shape calculated by the present model and 

experimentally produced billets of 100Cr6 

steel. The material data used for these 

calculations as well as the properties of the 

atomization gas are given in Table 1-2.  

Table 1 

Material properties for 100Cr16.  

Solidus temperature Tsol [K] 1570

Liquidus temperature Tliq  [K] 1724

Solvent melt temperature TM  [K] 1811 

Eutectic temperature TE  [K] 1419 

Density t [kg/m3] 7810 

Specific heat of solid Cp
sol [J/KgK] 640 

Specific heat of solid Cp
liq [J/KgK] 724 

 

 

Table 2 

Properties of the atomization gas, N2.  

Density t [kg/m3] 1.5 

Viscosity jg [Ns/m2] 0.000032 

Specific heat Cp [J/kgK] 1000 

Thermal conductivity k [W/mK] 0.026 

 

 

Table 3 

Process parameters used for the calculation  

Mass distribution parameter b [m-2] 1000  

Rotation velocity y [rot/min]* 116  

Spray angle h [deg] 35  

Excentric distance l_e [m] 0.02 

Distance to atomizer D0 [m] 0.5 

Withdrawal velocity V ** 

Constant in Eq. (1), Ka  50 
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* The rotation velocity is chosen to be 116 

rot/min since literature suggests that this 

should be high enough to ensure rotational 

symmetry, [6]. 

** The withdrawal velocity is chosen in such 

a way that the distance from the center of 

the billet to the atomizer at all times is D0 

in order to keep the solid fraction of the 

droplets arriving to the surface of the 

deposit constant. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3 Prediction of billet shape of 100Cr6. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4 Experimentally obtained billet shape 

of 100Cr6. 

 

The geometrical process parameters are given 

in Table 3.  

As seen from Fig. 3, the model is able to 

predict the ‘neck’ at the beginning of the 

deposition as also observed in real billets. 

Such a ‘neck’ cannot be predicted without 

taking the shading effect into consideration. 

This is a direct indication of the effectiveness 

of the shading procedure. 

 

For the purpose of analyzing the influence of 

GMR on the surface solid fraction of the 

billet, two process parameters have been 

varied, i.e. melt stream diameter and the area 

of gas delivery nozzles, see Table 4.  

The basic atomizer geometry was chosen 

according to a melt stream diameter of d0 = 

3700 om and an area of gas delivery nozzles 

of A = 0.0003 m2, see Table 4, cases 1, 2.1 

and 3.1. 

In order to achieve more comparable results, 

the atomizer geometry (melt stream diameter 

and nozzle area) was changed in such a way 

that the GMR and the gas velocity at the exit 

were constant as compared to case 1 (see 

cases 2.2 and 3.2). The gas velocity is given 

by the expression, [10] 

 exp( / )
g

g v

g g

J
v z

A
n

t
? /                (7)

where nv is the decay constant [10]. 

As seen from equation (7), the gas velocity is 

inversely proportional to nozzle area. Thus, 

using a metal flow rate of 0.05 kgs-1 and a 

nozzle area of 0.0003 m2 as reference, i.e. 

case 1 (and keeping in mind that GMR was 

chosen as 1), flow rates of 0.1 and 0.2 kgs-1 

result in a nozzle area of 0.0006 and 0.0012 

m2 in case 2.2 and 3.2, respectively. From 

equation (7) it is also seen that enforcing a 

constant gas velocity results in the gas area 

being proportional to the gas flow. Hence, the 

melt stream diameters were then adjusted as 

3700, 5232 and 7400µm for metal flow rates 

of 0.05, 0.1 and 0.2 kgs-1, respectively. See 

Table 4. 

 

Figures 5-7 show the calculated solid fraction 

as a function of distance from the atomizer. 

In these figures, the four vertical and 

horizontal lines correspond to the distance 

from the atomiser and the solid fraction of 

the spray, respectively.  These lines represent 

the limit values of the process parameters. 

The fraction solid is marked with two lines, 

0.45 is set as the lower limit and 0.75 is set as 

the upper limit. The distance from the 

atomizer in which the substrate is situated is 

also marked with two lines – one at a 

distance of 0.5m and one at a distance of 

0.6m - typical distances used in the industry 

[16].  

As seen from these figures, increasing the 

mass rate causes increase in the fraction 

solid. If the atomizer geometry is kept 

0
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constant, i.e. without modifying the nozzle 

dimensions, the fraction solid of the spray for 

a mass flow of 0.1 kg/s is above the desirable 

fraction solid for GMR=1.5 and GMR=2.0. 

In the case of a mass flow of 0.2 kg/s, the 

fraction solid already exceeds the limits at a 

GMR=1.0 and for a GMR=1.5 it is far above 

the limit and approaching a fraction solid of 

1.  

 

Table 4 Varying process parameters for the 

five different calculation cases in Figs. 5-10. 

Calculation case 1 

Mass flow Jg 0.05 

Change in atomizer geometry No 

Melt stream diameter D0 3700 

Area of gas delivery nozzles A 0.0003 

 

Table 4 continued 

2.1 2.2 3.1 3.2 

0.1 0.1 0.2  0.2 

No Yes No Yes 

3700  5232  3700  7400  

0.0003  0.0006  0.0003  0.0012  

 

 

Figures 8 – 10 show the fraction solid as a 

function of the distance from the atomizer for 

different values of the GMR and constant 

mass flow rates of 0.05, 0.1 and 0.2 kg/s, 

respectively. For the two latter, the modified 

nozzle data were used, i.e. cases 2.2 and 3.2 

in Table 4. The calculations were made in 

order to evaluate which values of the GMR 

fit the process window. As seen in Figure 8 

for a mass flow of 0.05kg/s and a GMR 

varying from 1 to 2, the fraction solid of the 

spray is within the desirable range, whereas 

for a mass flow of 0.1 kg/s, the fraction solid 

is in the desirable range for GMR=1-2.5 

(Figure 9). For a mass flow of 0.2kg/s the 

range of GMR is varying from 1.25 to 3 

(Figure 10).  

It is seen from Figures 8 – 10, that the range 

of acceptable GMRs, in which the solid 

fraction has the desirable value, i.e. 0.45-

0.75, is larger with an increasing mass flow. 
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Figure 5  Average fraction solid of the spray 

as function of distance from atomizer and 

mass flow. GMR=1. 
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Figure 6  Average fraction solid of the spray 

as function of distance from atomizer and 

mass flow. GMR=1.5. 
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Figure 7  Average fraction solid of the spray 

as function of distance from atomizer and 

mass flow. GMR=2. 
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Figure 8 Average fraction solid of the spray 

as function of distance from atomizer and 

GMR. Mass flow of 0.05kg/s. 
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Figure 9 Average fraction solid of the spray 

as function of distance from atomizer and 

GMR. Mass flow of 0.1kg/s. Modified nozzle 

data, calculation case 2.2. 
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Figure 10 Average fraction solid of the spray 

as function of distance from atomizer and 

GMR. Mass flow of 0.2kg/s. Modified nozzle 

data, calculation case 3.2. 

 

Conclusion 
 

In the present work, the relationship between 

the gas to melt ratio (GMR) and the surface 

fraction solid of an evolving billet surface in 

the spray forming process has been 

investigated numerically. This has been done 

with an integrated approach, which models 

the entire process taking both atomisation 

and deposition into account. With a 

predefined process window, the model was 

used to analyse the influence of changing the 

nozzle geometry on the relationship between 

GMR and the surface fraction solid at a 

certain distance from the atomizer. This way 

it was shown that the present model could be 

used to evaluate different process parameters, 

such as nozzle geometry, for the purpose of 

doing process optimization. 

 

 References 

[1] Y. Zhou, Y. Wu and E. J. Lavernia, 

“Process modeling in spray 

deposition: a review”, International J. 

Non-Equilibrium Processing, 10, 

(1997), 95-183  

[2] C. T. Crowe, M. Sommerfeld and Y 

Tsuji, Multiphase Flows with 

Droplets and Particles, CRC Press, 

1997 

[3] I.A. Frigaard, SIAM Journal on 

Applied Mathematics., 57 (3), p. 

649-682, 1997 

[4] I.A. Frigaard, Journal of Materials 

Processings and Manufacturing 

Science., 3, p. 173-193, 1994 

[5] P. C. Mathur, S. Annavarapu. D. 

Appelian and A. Lawley, Materials 

Science and Engineering A142, 261-

276, 1991 

[6] J.H. Hattel, N.H. Pryds, J. Thorborg 

and P. Ottosen, “A quasi-stationary 

numerical model of atomized metal 

droplets. I: Model formulation”, 

Modelling Simul. Mater. Sci. Eng., 7, 

(3), (1999) 413-430 

[7] N.H. Pryds, J.H. Hattel and J. 

Thorborg, , “A quasi-stationary 

numerical model of atomized metal 

42

SIMS 45

Proceedings of SIMS 2004
Copenhagen, Denmark, September 23–24, 2004

www.scansims.org



droplets. II: Prediction and 

Assessment”, Modelling Simul. 

Mater. Sci. Eng., 7, (3), (1999) 431-

446 

[8] N.H. Pryds, J.H. Hattel, T.B. 

Pedersen and J. Thorborg, “An 

Integrated Numerical Model of the 

Spray Forming Process”, Acta 

Materiala, 50, (16), (2002), 4075-

4091 

[9] J.H. Hattel and N.H. Pryds,, “A 

Unified Spray Forming Model for the 

Prediction of Billet Shape Geometry, 

Acta Materiala, (To be published) 

[10] P. S. Grant, B. Cantor and L. 

Katgerman, Acta Metall. Mater., 

41(11), (1993), 3097 

[11] J.Hattel (ed.), “Fundamentals of 

Modelling of Casting Processes”, 

Nova Science (to be published) 

[12] H. Lubanska, Journal of Metals, 22 

(1), (1970), 45-49 

[13] P. Mathur, D. Apelian and A. 

Lawley, Acta Met. 37, 429, 1989 

[14] H.-K. Seok, H. C. Lee, K. H. Oh, 

J.-C. Lee, H.-I. Lee, and H. Y. Ra, 

Metallurgical and Materials 

Transactions A. 31A, 1479-1488, 

2000 

[15] J.Hattel and N.H. Pryds, “An 

Integrated Numerical Model for the 

Prediction of Gaussian and Billet 

Shapes”, Mat.Sci.Eng. (In press) 

[16] P.Kjeldsteen, Personal communica-

tion, Danspray, 2002. 

 

 

 

 

 

 

   

 

43

SIMS 45

Proceedings of SIMS 2004
Copenhagen, Denmark, September 23–24, 2004

www.scansims.org



44

SIMS 45

Proceedings of SIMS 2004
Copenhagen, Denmark, September 23–24, 2004

www.scansims.org



Proceedings of SIMS 2004
Copenhagen, Denmark
September 23–24, 2004

PREDICTION OF COATED PAPER PROPERTIES 

BY ARTIFICIAL NEURAL NETWORKS 

 
Ales Hladnik * 

 Pulp and Paper Institute  
1000 Ljubljana 

Slovenia 
 

Helmut Stark 
Technical University Graz 

Institute of Paper, Pulp and Fibre Technology 
8010 Graz 

Austria 
 

Barbara Stravs-Grilc 
Papermill  Vevce B& B 

1000 Ljubljana 
Slovenia 

 
 

Abstract 
Computer-based artificial intelli gence methods are gradually gaining more and more popularity 
also in the field of papermaking. Comparing to the conventional modelli ng methods, artificial 
neural networks (ANN) offer several advantages: they can handle complicate non-linear 
functions with large number of variables, do not require detailed knowledge about the system 
studied and are relatively easy to use. Various stages in the papermaking process, such as stock 
preparation, paper sheet formation, drying, coating and calendering affect quali ty of the end 
product in different ways. These relationships are often poorly understood and/or very complex 
in nature. In order to model characteristics of the coated wood-free paper produced in Slovenian 
paper mill  B&B Papirnica Vevce, back-error propagation network models were developed. 
Results of the work are presented with a special consideration of practical implementation of the 
neural models in the paper mill  environment. 
Keywords: Papermaking, modelli ng, process control, artificial neural networks, paper properties 
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Introduction 
Modern industrial paper production is a typical 
example of a complex multivariate process. 
Technological parameters monitored during the 
individual production stages - stock preparation, 
paper sheet forming, drying, calendering, etc. - can 
be regarded as a set of interdependent variables 
with each of them describing one part of the 
overall  system. Due to their inherent interrelations 
these variables must be observed simultaneously in 
order to extract meaningful information from them. 
Prediction of behaviour, i.e. modelli ng, of such a 
complex system is not an easy task. In this study 
we developed several artificial neural network 
(ANN) models based on the process data from 
paper production in Slovenian paper mill  Papirnica 
Vevce B&B in order to characterize final paper 
quali ty parameters, such as brightness, gloss, 
stiffness or curl. 
Data that can be found in industrial reali ty 
generally suffer from severe limitations (Figure 1). 
Data are usually noisy, measurement results can be 
unreliable or even missing. Number of parameters 
characterizing individual technological operations 
is often very large and their interrelationships 
complicated. For example, during the individual 
technological steps of papermaking process, more 
than 100 variables are usually being monitored. 
The complexity of monitoring is further 
complicated by the fact that variables which 
individually show no specific influence on the 
quali ty of the end product, e.g. paper curl, may in 
combination with other parameters contribute 
significantly to this final paper property. 
 

INDUSTRIA L 
DATA 

NOISE 

UNRELIABLE 
MEASURING 

RESULTS 

LARGE 
NUMBER OF 

PARAMETERS 

COMPLEX 
RELATIONSHIP 

INTERDEPENDENCY 
OF PARAMETERS 

 

Figure 1: Nature of industrial data 

 
Classical approach such as multiple linear 
regression would not be appropriate as a modelli ng 

tool for such a process. One of prerequisites for 
applying this tool is that the variables can be 
manipulated, i.e. varied independently from each 
other. In industrial environment this is usually not 
the case, since such trials would lead to the 
production of low-quali ty product or even to 
process down time. In addition, in modern 
manufacturing facili ties there is often already a 
wealth of historic operating information, which is 
available for analysis.  
 

Artificial neural networks 
ANN allow user to build a model based on past 
experience (recorded data) rather than requiring a 
detailed knowledge of the system. Their major 
advantages over the more traditional modelli ng 
methods include handling of complex non-linear 
relationships among data, high processing speed 
and ease of use [1].  
Of the many types of ANN, for modelli ng 
technical processes the most suitable ones are the 
so called feed-forward networks that apply back-
error propagation (BEP) learning algorithm. This is 
the type of net that was also used in our research. 
ANN consists of processing units called neurons or 
nodes [2]. Each neuron accepts one or more inputs 
(x1 to xd), multiplies each input by its associated 
connection strength (weight – w), sums the 
weighted inputs and uses an activation function (g) 
to produce its output. The neurons are arranged in 
interconnected layers. Figure 2 shows a three-
layered network. 
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Figure 2: Artificial neuron (left) and three-layered 
network (right) 

 
Training and testing 

Central task of every NN is to produce a model 
that fits the actual experimental data (target 
outputs). In other words, network weights must be 
adjusted so that the prediction error made by the 
network is minimized. Modelli ng is a two-step 
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process (Figure 3). The historical cases that the 
experimentator has gathered are randomly divided 
into two groups: training and test set of samples. 
During training or learning, the network is 
presented with training samples of inputs together 
with the target, i.e. actual output(s) for each 
sample. The network processes the inputs for each 
sample to produce an estimated output, compares 
this value to the desired target and adjusts its 
weights to produce a more correct output. This 
process proceeds iteratively until  the correct 
outputs are predicted by the NN model for both the 
training population  and independently for a set of 
test samples not originally used for training. 
During this second, testing phase, the network’s 
parameters are not changed anymore and the 
network is used for the reproduction of input data 
in order to “predict”  suitable output data. 
 

 

MODELLING 

TRAINING 

Input values: known 
Output value: known 

TESTING 

Input values: known 
Output value: UNKNOWN 
(model prediction) 

  

Figure 3. Modelli ng stages 

 
Figure 4 schematically shows what happens during 
the training and testing phase of a neural 
modelli ng. While the training error monotonically 
decreases indicating a steady improvement in 
fitting to the actual training data, the test error 
exhibits a minimum which corresponds to an 
optimum network configuration and best 
prediction for a new, test set of samples. A further 
increase in the number of hidden neurons leads to 
an increase in test error, i.e. to overfitting. 
Unfortunately, there is no general rule how to 
choose optimum number of hidden neurons, 
generalization and overfitting depend also on the 
number of training cases, the amount of noise and 
the complexity of the function one wants to model. 
 

 

Figure 4: Network error as a function of hidden 
neurons number 

 

Experimental 
Database setup 

The system we wanted to investigate in our study 
consists of a typical Fourdrinier paper machine 
followed by an off- line coater and calender. A 
single-sided coated wood-free paper for labels with 
a basis weight of 80 g/m2 was chosen for 
modelli ng. Parameters monitored during the 
individual technological stages of paper production 
and surface treatment have been recorded and 
stored into the paper mill  database PQM system. 
From altogether 121 process (on-line) and 
laboratory (off- line) variables that have constantly 
been measured during the production of this paper 
grade, some were excluded from the further 
analysis due to the missing or unreliable 
observations. Similarly, some of the samples, i.e. 
paper tambours were discarded for the same 
reasons. The remaining database consisted of 220 
samples and 107 variables thus representing 
production history of these paper tambours. 
Due to the partly confidential nature of this study, 
some details concerning paper production (e.g. 
range or magnitude of the monitored parameters) 
as well  as data collection issues can not be 
revealed. For the same reason, variables names 
have been coded. 
As already mentioned, one of the main goals of our 
work was to build neural models that would predict 
final quali ty of the paper under investigation based 
on data gathered during the paper production. 
Therefore we specified several – altogether eight – 
quali ty parameters of the finished, i.e. coated and 
calendered paper that have been regularly 
monitored using standard laboratory methods: 
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basis weight, calli per, smoothness, brightness, 
opacity, stiffness, gloss and curl. Each model 
contained only one such output – target – variable 
whose fluctuation was to be modelled. As inputs 
served all  or part of the process parameters 
monitored during the production of a paper 
tambour: data on beating, chemicals used in the 
paper stock, numerous parameters from paper 
machine wet- end dry end, variables describing 
off- line coating and calendering process. 
 
All  inputs'  model 

The total database consisting of 220 samples was 
randomly divided into two groups: a larger one 
containing 164 training samples and a smaller one 
consisting of the remaining 56 samples which were 
used for testing the performance of the models. 
 

 

Figure 5: All -inputs' model for paper brightness 

 
Summary of the testing performance of the neural 
network model for final paper brightness is 
displayed in Figure 5. In this model, all  of the 
available process parameters – altogether 97 – 
were used as inputs to the network. In the upper 
left diagram we can see the degree of matching 
between the measured and the predicted brightness 
values for each of the 56 paper samples. Below, 
fluctuation of residuals, i.e. differences between 
the measured and the predicted values for each of 
these samples is displayed. The two biggest 
residuals, i.e. errors in neural net prediction, are 
1.0 unit in positive (denoted as MAX = measured 
value is higher than the predicted) and 0.7 units in 
negative direction (MIN = predicted higher than 
measured). Squared correlation value (RSQ) of the 
model is 0.56. 
 

Dimensionali ty reduction 

It was pointed out earlier that several factors affect 
the prediction error of each particular network 
configuration. One of the most important factors 
determining abili ty of a particular neural model to 
successfully predict output variable is also the 
selection of input variables for that model. In 
li terature [4] it has been reported that appropriate 
reduction of inputs, i.e. keeping only those having 
significant influence on the output variable should 
reduce the prediction error. Various strategies can 
be adopted, such as Minimal description length [5] 
or Bayesian model selection [6]. In practice, 
however, when dealing with a system of an 
extreme complexity such as paper production 
where numerous parameters are interrelated, this 
proves to be a very diff icult task. We have 
therefore implemented several algorithms in an 
attempt to improve the predicting power of the 
neural models (Figure 6). 
First we created lists of input variables according 
to their importance or impact to the particular final 
paper modelli ng property (e.g. brightness); those 
inputs having the biggest impact to the output were 
ranked at the top of these lists, those being the least 
connected were ranked at the end of the lists. We 
selected three different importance or impact 
criteria for each modelli ng property: inputs-output 
correlation coeff icients, sensitivity analysis and 
combination of correlation coeff icients and experts 
knowledge. 
 

 

Figure 6. Ranking of influential inputs (left) based 
on various dimensionali ty reduction approaches 

(right) 

 
When using the first method – correlation 
coeff icients – inputs were ranked according to the 
magnitude of linear correlation to the final paper 
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property. Sensitivity analysis [7] reveals the 
sensitivity of the output variable to changes in the 
input variables; the most sensitive inputs were 
ranked at the top and the least sensitive ones at the 
bottom. Finally, we presented lists of inputs ranked 
according to the correlation coeff icients criterion to 
the paper mill  experts who made their suggestions 
and modified these lists. The three lists for each of 
the eight final paper modelli ng properties differed 
considerably with respect to the selection and 
importance of inputs for the particular modelli ng 
property, which supports the above mentioned 
statement about the diff iculties of finding the 
optimum subset of inputs for modelli ng. 
  
Models'  performances  

Next, we used 30 most influential variables from 
each of the list as inputs to the neural models. 
Together with the all -inputs mode we therefore 
created altogether 36 models, 4 for each of the 8 

paper properties. Figure 7 shows a comparison 
among different inputs’  selection approaches and 
their effect on model prediction power. The latter 
was estimated based on a correlation (Pearson 
correlation coeff icient R) between the measured 
and the predicted values for respective modelli ng 
property for testing population: the higher the R 
value, the better the prediction of that final paper 
property. We see that in some cases – e.g. paper 
stiffness – reduction of inputs based on sensitivity 
analysis proved most successful, in others, such as 
with paper gloss – combination of correlation 
coeff icients and experts knowledge led to the best 
results. Let’s have a closer look at some of these 
models. Note that for each modelli ng property, the 
30 variables’  list with the highest R value served as 
inputs to that model, e.g. for basis weight this was 
sensitivity analysis, for caliper all  (=97) input 
variables were retained, etc. 
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Figure 7: Comparison of models' prediction power 
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BASIS WEIGHT

RSQ: 0.850 I/H/O: 29/18/1

MAX: 0.52 g/m2 Tolerance limits:

MIN: -1.06 g/m2 ± 3.1 g/m2
 

Figure 8: Basis weight model performance 

  
In Figure 8 you can see model performance for 
final paper basis weight. Very good matching of 
both curves – for measured and predicted values – 
and high RSQ (0.85) indicate that the network with 
29 inputs and 18 hidden neurons was able to 
successfully learn the complicated pattern of 
relationships between the input variables and the 
final paper basis weight and also to predict 
fluctuation of this quali ty parameter to a high 
degree. Only with one paper sample, model 
prediction error (residual) exceeded 1 g/m2. Also, 
tolerance limits for final paper basis weight (3.1 
g/m2) specified by the paper mill  are much wider 
than the network model error (MAX = 0.5 , MIN = 
-1.1). 
 

 
CALIPER

RSQ: 0.454 I/H/O: 79/10/1

MAX: 0.0024 mm Tolerance limits:

MIN: -0.0030 mm ± 0.0032 mm  

Figure 9: Caliper model performance 

 
Prediction of final paper caliper (Figure 9) is, 
comparing to that of basis weight, significantly 
lower as indicated by poorer overlapping of 
measured and predicted values. However, although 
RSQ value is not so high, predictions for all  of the 
56 test samples still  fall  within the tolerance limits 
(+/- 3.2 microns) as specified by the producer. 
 

 

BRIGHTNESS

RSQ: 0.587 I/H/O: 30/2/1

MAX: 0.89 % ISO Tolerance limits:

MIN: -0.52 % ISO ± 2.0 % ISO  

Figure 10: Brightness model performance 

 
Network configurations for prediction of paper 
brightness (Figure 10) consisted of 30 inputs and 2 
hidden neurons. Again, all  of the model predictions 
are better than the allowed paper mill  limits (= 2.0 
% ISO).  
Modelli ng of paper curl (Figure 11) obviously 
proved to be a very diff icult task for neural 
network. Matching of actual and predicted values 
as well  as RSQ value are the poorest of all  the 
developed models although absolute error values 
(+2.4 and – 4.4 mm) still  fall  within the allowed 
limits of 5.0 mm. Apparently, many things can be 
improved in terms of inputs selection (in this 
model: 97) and the appropriatness and the quali ty 
of the measuring method itself should also be 
examined. 
 

50

SIMS 45

Proceedings of SIMS 2004
Copenhagen, Denmark, September 23–24, 2004

www.scansims.org



 

CURL

RSQ: 0.234 I/H/O: 97/8/1

MAX: 2.44 mm Tolerance limits:

MIN: -4.43 mm ± 5.0 mm
 

Figure 11: Curl model performance  

 
Verification of models 

Since both training and testing population were 
actually taken from the same database, it would be 
desirable to investigate how well  the developed 
models perform when presented with samples from 
a new database. In order to do this, additional 160 
paper tambours were obtained from paper 
production which took place several months later. 
With these tambours again all  of the 107 variables 
were monitored. From this database 46 tambours 
were randomly selected and yielded a verification 
set on which the prediction power of the neural 
models was examined. 
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Prediction rate:
91% (42 out of 46)

 

Figure 12: Verification statistics for brightness 
model 

 
Let us examine how well  can the already 
developed model for final brightness predict 
fluctuation of this paper property for the 46 
verification samples. As seen in Figure 10, the 

biggest prediction errors (i.e. residuals) were +0.9 
and –0.5 % ISO (last two bars in Figure 12). These 
values were now used as a quali ty criterion for 
evaluation of brightness prediction on 46 
verification tamboures: if a residual exceeded +0.9 
or –0.5 % ISO, than the brightness prediction for 
this particular sample was said to be poor (dark 
bars). Whenever residual was lower than these two 
numbers, the prediction was considered to be 
successful (white bars). Figure 12 shows that of 
altogether 46 verification samples only in 4 cases 
model was not able to predict brightness value 
within these limits. This means that in 91% of the 
verification samples brightness prediction was at 
least as good as in the case of test population. This 
is a very high number, especially if we bear in 
mind that the verification samples were taken from 
the paper production which took place several 
weeks later comparing to the production on basis 
of which the network was trained. 
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Figure 13: Prediction rates for neural models 

 
Similar verification analysis for the rest of the 
models also showed that the developed networks 
were robust enough to successfully predict 
fluctuation of final paper properties. In case of 
final paper basis weight the rate of success – as 
discussed above when dealing with the verification 
of paper brightness – was 78% and with other 
quali ty parameters this number was even higher 
(Figure 13). Once again it has to be emphasized 
that although these models were originally trained 
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and tested on a different population, they proved to 
be very successful in predicting fluctuation of 
verification dataset which had not been used for 
training. 
 
“W hat-if”  scenar ios 

From the presented results it can be concluded that 
neural networks can be a powerful tool for a 
papermaker to investigate relationships among 
various paper machine settings and parameters and 
to immediately see their influence on final paper 
quali ty. For example, once a model for a specific 
end use property – let’s say paper stiffness – is 
created, one can, by means of the simulation 
software, study different “what-if”  scenarios: in 
which direction and to what extent would paper 
stiffness change if long to short fibre ratio, paper 
moisture content and size concentration all  move 
to new values (provided that they fall  within the 
training set range of values). Possibili ty to see the 
effect of changing technological parameters 
without investing a lot of production time, money 
and personnel in actually doing such experiments, 
opens new ways of thinking about product design 
and optimization. This approach can also be 
applied in the area of research, for example when 
planning new coating colour recipes or optimizing 
the existing ones. 
The above described system has recently been 
successfully implemented in the environment of 
paper mill  B&B Vevce. 
 

 

Figure 14: Screenshot from neural network 
simulation program 

 

Conclusions 
A feed-forward back-error-propagation neural 
network was trained and used for the prediction of 
8 output parameters that define quali ty of the 
industrially manufactured paper based on 107 
inputs. Some data details are kept confidential. 
Several dimensional reduction algorithms were 
experimented with to reduce the number of inputs 
to the network and improve generalization. It has 
been shown that the specific combination of 
dimension reduction strategy and network 
configuration for each quali ty parameter enables 
optimal prediction on the training set. 
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Abstract 
The COST programme is one of the oldest EU-funded instruments to support the European scientific 

community. Hundreds of actions have been launched during the last decades, bringing together 

thousands of scientists. This year a new action concerning modelling and simulation in the pulp and 

paper industry has been started with a duration of 4 years. The main objective of the Action is to 

promote the development and application of modelling and simulation techniques in pulp and paper 

manufacturing processes. This is intended to eg. reduce emissions and increase the productivity and 

cost-efficiency of the processes. The main benefit will be a better understanding of the mechanisms 

of the processes and their control loops. This will help to find solutions for currently pending 

problems in the paper industry: improving the paper quality, optimising the wet end chemistry, 

enhancing the runnability and reducing emissions by improving process design, process monitoring 

and decision support during operation. In the long run this action should also contribute to designing 

superior or new product properties. 

Keywords: COST, Modelling, Simulation, Pulp and Paper, Action E36 
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Introduction 

The pulp and paper industry is currently faced with 

heavy economic pressure. The shut down of mills 

and a strong tendency to form even bigger 

companies clearly reflects the impact of a tight 

market on the paper industry. Within the mills ever 

less people are confronted with processes of 

growing complexity. Sufficient staffs of 

technologists are missing in many mills. 

As a consequence even today trial and error 

appears to be the most common approach in this 

traditional industry. Mill personnel are fully 

occupied with the task of keeping the production 

up. No time is left for a systematic approach 

towards an optimised state of the production 

process. A lot of profit and time is lost this way.  

In this context modelling and simulation will be of 

major importance for the paper industry in the near 

future. It provides the industry with new answers 

based on a far better understanding of the process. 

This know how is “built into” the process either 

through an optimised process design or an 

intelligent process control approach. In addition it 

can help to identify the causes for operational 

problems and suggest solutions. 

Computational simulation in the pulp 

and paper industry 

Problems concerned 

Although the pulp and paper industry has used 

balancing calculations and process control for a 

very long time, its scope of modelling and 

simulation applications is not as comprehensive as 

that of many other modern industries. This is 

largely because of the complicated nature of the 

processes concerned in terms of raw material 

characteristics, the difficulty of applying real-time 

control tools to processes that incorporate 

substantial time delays, and the high degree of 
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interactions between the various production 

processes. As an added difficulty, some key 

parameters and variables of the industry’s raw 

materials and products cannot be quantified 

quickly and automatically. Some of these problem 

fields come along with a need for an improved 

environmental performance of the mills. Reasons 

for quite many operational problems are the 

increasing use of recovered paper and the 

narrowing of water cycles.  

Hope of overcoming these problems arises from 

developments in a wide variety of fields, including 

control science and process simulation (including 

real-time simulation). New techniques, such as 

multivariate statistics, software sensing algorithms 

and general stochastic distribution modelling and 

control, will enhance the controllability and permit 

a global optimisation of papermaking processes. 

Indeed, some of these techniques have already 

been explored in the pulp and paper industry. 

Examples are data analysis tools for improved 

process efficiency, new formation sensors and 

stochastic distribution control algorithms. 

Development of knowledge in pulp and paper 

science and technology concerning simulation 

The number of publications has had a dynamic 

development in the past 30 years (Fig. 1). This 

development has accelerated during the late ‘90s. 
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Fig. 1 Development over time of the number of 

publications in pulp and paper concerning 

simulation [1] 

The most important topics handled are drying or 

otherwise energy related (Fig. 2). This is quite 

understandable since the paper industry relies far 

more on energy than other industries. 4.7% of the 

Cost is energy compared to 1.2% as an average of 

manufacturing [Sweden; 2]. The number of 

publications concerning coating, sheet formation 

and grade changes has had an exceptionally high 

growth during the past four years. This reflects 

most recent areas of high interest in pulp and 

paper.   
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Fig. 2 Thematic distribution of publications in 

pulp and paper concerning simulation [1] 

Evaluation of the market involved 

The market for services concerning simulation 

activities in pulp and paper is relatively small (Tab. 

1). This traditional industry is not yet using 

simulation to a great extent. Still, compared with 

approx. 2.2% rise in paper and board production 

between 2002 and 2003 [3] the growth rate of 

simulation services shows a dynamic development. 

This mirrors the evolvement of the scientific and 

technological progress described in the previous 

chapter. 

Tab. 1 Size of market for simulation software 

and services in 2002 and growth rate of 

turnover (2002 – 2007) [4] 

2002 Turnover 

 

mUS$ 

Growth 

rate 

% 

all industries  338.7 8.5 

paper industry 7.7 8.2 

 

It can reasonably be assumed, that – as in other 

industry sectors [4] – software shipping has a 

higher share of the turnover compared to services 

and consultancy. 

The COST funding mechanism 

COST is one of the oldest funding mechanisms of 

the European Commission. It has been established 

in order to promote the exchange of scientific 
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knowledge within the European Community [5]. 

As a funding mechanism it is a predecessor of the 

Networks of Excellence (NoE) promoted within 

the 6th Framework Programme. COST is currently 

funded by the European Community within the 

Framework Programme and managed by the 

European Science Foundation (ESF) [6].  

Objectives of the COST Action E36 

The main objective of the Action is to promote the 

development and application of modelling and 

simulation techniques in pulp and paper 

manufacturing processes. This is intended to 

reduce emissions and increase the productivity and 

cost-efficiency of processes, for example.  

The main benefit will be a better understanding of 

the mechanisms of the processes and their control 

loops. This will help to find solutions for currently 

pending problems in the paper industry: improving 

the paper quality, optimising the wet end 

chemistry, enhancing the runnability and reducing 

emissions by improved process design, process 

monitoring and decision support during operation. 

In the long run this Action should also contribute 

to designing superior or new product properties. 

The Action has been started in January 2004 and 

will last until January 2008. The Action currently 

has 12 participating countries: Austria, Belgium, 

Finland, France, Germany, Netherlands, Norway, 

Slovakia, Slovenia, Spain, Sweden, and United 

Kingdom. 17 scientists represent their countries in 

the Management Committee. Within this group 9 

professors from 7 universities are present. 8 

national research institutes are participating. The 

work is organised in three working groups 

consisting of 41 scientists and technologists 

including 5 participants from industry.  

Activites of the Action 

As one of the activities to achieve the Actions 

scientific goals, the partners intend to compile all 

research projects planned, currently under way or 

recently finished in order to get a clear picture of 

the current work focus of research activities. This 

could also lend itself as a basis for new research 

and/or project related partnerships on a European 

level. The scientific programme will also include 

other activities, aimed at exchanging and 

disseminating ideas, findings and new knowledge 

as described in the following. 

Work group discussion meetings 

The constitutory  meetings of the working groups 

were conducted in March 2004. Next meetings are 

planned to happen in September. Currently the 

main focus of activities is to define the priorities 

for the first half of the action. A more detailed 

description of the results reached so far is given in 

the following chapter concerning working group 

activities. 

Organisation of workshops, seminars, 

conferences and publication of proceedings 

A first conference was organised in Munich [7]. 

Being situated in the beginning of the COST 

Action E 36, it served as an ideal option to define 

the state, modelling and simulation in pulp and 

paper has currently reached. Against the 

background of what has been presented during the 

two days the following clusters could be identified: 

· spreadsheet based object oriented process 

models, 

· tools for monitoring and evaluation of 

online data, 

· model based process optimisation and 

· in smaller number, some approaches to 

model single process steps as the 

modelisation of the press- or drying 

section. 

One large trend is to upgrade static simulation 

tools by integration of dynamic abilities into the 

simulators used. A big issue still to be solved is to 

define quality parameters for the validity of both, 

steady state and dynamic simulation models. In 

many papers more accurate models of the 

processes were identified as still missing. Thus, 

one important task will be to develop proper 

generic models of key processes that ideally will 

be available for common use within the industry. 

Publication of targeted and periodical reports 

and the final report 

It is planned to publish a survey on the current use 

of simulation software within 2004. Furthermore 

the publication of reports on the exchange of 

know-how contained in models and 

recommendations on suitable software tools and 

requirements for further software development is 

intended. An Action specific web page has already 

been set up in July 2004 [8]. Information 

concerning participating partners can be found 

there. 
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Working group activities 

Working group A 

Working group (WG) A will cover all activities 

concerning the use of modelling and simulation as 

an R&D tool, for an optimal process design, for 

use in operator training and trouble shooting. 

To achieve this aim, the WG will cover all topics 

related to the modelling and simulation of the 

whole pulping and paper production process. This 

includes chemical reactions in digesters, the 

complex pulp washing process, the modification of 

fibre properties in the stock preparation process, 

the modelling of the complex wet end chemistry 

and of water loops and energy balances. Special 

attention will be given to the use of dynamic 

process simulation, real-time simulation tools and 

model validation tools. 

The thematic focus of the working group is: 

· standard model interfaces for model 

portability 

· evaluation, calibration and validation of 

models 

· property modelling 

· water system chemistry modelling 

· optimisation and simulation 

· resource saving 

· intelligent models 

· grade-change optimisation 

· data reconciliation 

· diagnostics systems 

· state-of-the art and who is who in 

modelling and simulation 

The next meeting will focus on model evaluation, 

calibration and validation. 

Working group B 

WG B will concentrate on the use of simulation 

models during the operation phase. It focuses on 

model-based monitoring, simulation-based 

operations decision support and model-based 

control.  

For this purpose, it is intended to look deeply into 

multivariable process control, fast data acquisition, 

high-dimensional data analysis and reduction, non-

linear system modelling and multivariable system 

optimisation. 

The thematic focus of the working group is: 

· understanding the operator behaviour, 

decision making 

· dynamic optimisation, MPDS, algorithms 

and applications 

· combining physical simulators, grey box 

models and black box modelling 

· model based and/or simulation based 

diagnostics 

Next activities are intended to refine the thematic 

focus. The benefit and infrastructure analysis on 

application topics is to be explored.  

Working group C 

WG C intends to bring together software 

developers and (possible) users in order to reach 

agreements on the contents, features, relevance and 

performance of software products. Existing 

software packages should be evaluated. User needs 

and the goals of further developments are to be 

established. Discussions will include the 

development and use of software packages. In 

addition WG C will take care of integration aspects 

(simulation software in mill environments). 

WG C is specially intended to take care of the 

knowledge exchange between the WG's and to 

foster the development of better simulation tools 

with a high compatibility across the platforms 

used. This WG will therefore have a different 

schedule, organising dedicated workshops to meet 

with suppliers and developers of software in order 

to exchange knowledge and enhance software 

development.  

WG C has already started a survey of all partners 

in the COST Action E36 to gather information on 

current software use. In addition, all available 

software evaluations performed by the partners 

have been collected and will be processed by WG 

C.  The results of this survey on software use will 

be published as a mini-booklet within 2004. 

Currently 13 organisations in 8 countries are taking 

part. 

Workshops are planned to cover the topics of 

software evaluation, mathematical tools for data 

analysis, neural networks, multivariate analysis, 

data handling and pre-processing before simulation 

and on requirement specifications for future 

simulation tools. 

Summary and Outlook 

The COST Action E36 is a promising approach to 

foster the development of modelling and 

simulation in the pulp and paper industry. The 

expertise of the European paper industry is 

gathered in this action. It will contribute heavily to 
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the acceptance of modelling and simulation 

approaches in the pulp and paper industry.  

During the next years all possible users of 

modelling and simulation technologies in the pulp 

and paper industry will have to define their 

position in terms of staff, software and total 

involvement.  

The most important task for all software and 

solution developers will be to show the possible 

economical benefit the pulp and paper industry has 

by using the tools developed.  

A network of excellence has been created and will 

possibly lead to numerous successful follow up 

activities as has been proven by other COST 

Actions. 
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Abstract 
 
Paper production processes have plenty of special features and challenges from the modelling 
and simulation point of view. Questions arise on fibre suspension characterisation, flow 
behaviour, mixing, cleaning and fractionating, retention, drainage, drying, wet end chemistry, 
paper quality properties, sheet thickness and cross direction, to mention but a few. Each of these 
questions require different kind of attention, thus challenging the model developer, as well as a 
user of simulation tools, to find the best workable solutions and practices for the needs in hand. 
Many of the issues above are common for all simulation users, whether you are building a steady 
state or a dynamic model, or a computational fluid dynamics (CFD) simulation. This paper 
discusses some of the above mentioned challenges focusing on modelling of paper and board 
making and real-time (or faster) full-scale dynamic simulation. Illustrative simulation examples 
are given.  

 

Introduction 
 
Use of simulation in paper industry is on the rise. 
Simulation is used, for instance, in process and 
control system design evaluation and optimisation, 
control system testing, process analysis and 
troubleshooting, as well as in operator training and 
support.  
 
In papermaking, the raw material is very 
heterogeneous. It is transported both as hydraulic 
flow and as a paper web. One-dimensional 
simulation of approach system covering sheet 

machine direction (MD) variables after the head 
box is enough for most of dynamic simulation 
needs. In some cases there is a need to simulate 
flow systems in three dimensions, or capture the 
thickness and cross direction of the paper sheet as 
well. These are examples of special requirements 
for papermaking simulation.  
 
Wasik [1] analysed simulation from pulp and paper 
perspective, giving requirements for good 
simulation software in the field, and examples of 
applications. This paper continues on the same 
road, discussing aspects and challenges, giving 
examples of modelling and simulation in the paper 
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industry. The experiences are based on the 
development and use of the Apros Paper 
simulation platform (formerly known as APMS [2, 
3]). 

Raw materials 
 
The main papermaking raw material, fibres retain 
very non-uniform characteristics. Fibres are 
transported and processed together with water, 
typically in consistency range from 0.5 to 4 %. A 
significant amount of air is present in many parts 
of the process, though this is usually neglected in 
simulations. Fibres have a wide distribution of 
different lengths and shapes, greatly depending on 
the wood species, and the way of pulping, e.g., 
chemical or thermo-mechanical pulping or re-
cycling. The following two approaches have been 
used to describe the fibrous components carried in 
simulated flows:  
• Fibres with similar pulping history (e.g. TMP) 

form a component 
• Fibres with specific dimensions (e.g. fibre 

lengths between 1.0 and 2.0 mm) form a 
component. 

 
Figure 1 illustrates these two methods. The first 
method makes it easy to define the boundary 
values needed for the simulation, thus fibres from 
each source are defined as a new component and 
the mass fraction is obtained from standard 
consistency measurements. Broke is naturally a 
mixture of these “new fibres”. The second method 
is based on the physical properties of fibres and 
gives better basement to develop detailed, 
mechanistic based unit operation models. But, on 
the other hand, it is not straightforward to define 
the composition of the model boundaries, nor get 
data for validating the simulation results. An 
example of this approach was presented by Yli-
Fossi et al. [4]. They divided the stock into six 
components (water, fines, short fibres, long fibres, 
and two filler types) and searched the model 
parameters based on large measured data. It is 
more common to simplify the method 2 further and 
divide the stock to water, fibre, fines and filler. 
Furthermore, in many reported simulation cases, 
the suspension is simplified to consist of water, 
fibre and filler.  

 
Besides fibres and fillers there may be a number of 
other components fed into the suspension, such as 
retention aids, starch, foaming agents, biocides or 
dyes. These have no practical influence on the 
mass balance, but they may have a remarkable 
effect on retention, dewatering, foaming, biological 
activity, quality variables, etc. It depends on the 
simulation accuracy and needs whether these are 
carried in the flow network as independent 
components. Many times lack of quantitative 
information on their effects makes it useless to 
incorporate them in the simulation.  
 

water

solids

Chem.
pulp

Method 1

TMP Filler
Frac-
tion 
#1

Filler
Frac-
tion 
#2

Frac-
tion 
#3

Fines

Method 2

 
Figure 1: Illustration of two typical approaches 
used to define the solids in stock suspension. 

Flow and mixing  
 
Besides describing the components in fibre 
suspension for simulation, a relevant question is 
how to calculate flows in pipes, valves, etc. The 
rheology of stock suspension is greatly different to 
water. Besides the velocity and pipe diameter, the 
pressure drop over a certain length of a pipe 
depends on, e.g., consistency, pulp type, 
temperature, freeness, pipe roughness, fibre 
length/thickness ratio, filler content and air 
content. Figure 2 shows a typical example of a 
stock velocity - pressure drop curve. The dip in the 
friction loss curve is an especially interesting 
feature of fibre suspensions. In plant design, 
correlations and design rules (e.g. [5] have been 
used to determine piping dimensions. No easy, 
generally accepted, unambiguous way to calculate 
pressure drop - velocity behaviour for different 
pulp types exists so far. However, in most 
simulation studies in paper making, it is adequate 
to calculate the stock flow using pure water 
properties. In addition, the question of accurate 
friction losses is often irrelevant in paper making 
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simulation, thus most of the simulators do not 
provide a rigorous pressure-flow network solver, 
but use a modular sequential flow solver. Some 
simulation tasks require pressure-flow solution, for 
other tasks it only slows down unnecessarily the 
model build-up and simulation. Thus, the 
simulation platform should offer accuracy locally 
where it is needed. 

 
Figure 2: Pressure drop curves for unbleached sul-
phate pulp (4 consistency levels) and for water [6]. 
 
Another flow related issue is how the delay and 
mixing of stock in pipes should be handled. The 
common approach is to use ideal mixing in tanks 
and plug flow in pipes. In most cases good results 
are obtained by combining these two basic types, 
as illustrated in Figure 3. The picture on the left 
side is measured in a 3-ply paper board process [7]. 
The tracer was fed into the thick stock lines just 
after the machine chests, and measured in head 
boxes. The upper picture presents the corres-
ponding simulation with Apros Paper. The pipe 
lengths were estimated at the mill and the delay 
calculation is based on plug flow with a small 
percentage of mixing involved. The wire pits are 
modelled with two ideal mixers in series. In this 
simulation the flows are solved with simultaneous 
pressure-flow network solver. 
 
The paper production process has plenty of 
dilution steps, i.e. the stock consistency is 
controlled to a lower value with low consistency 
process water. Different fibrous raw materials, 
mineral based fillers and chemical additives are 

proportioned and mixed carefully to form the best 
furnish for the desired product. 
 

 

   

SIMULATION: TRACER IN MACHINE CHEST OUTLET-> HEADBOXES
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Figure 3: Measured [7] and simulated tracer 

experiment in a 3-ply board machine. 
 
In practice, the degree of mixing is often 
insufficient, leading to disturbances in paper 
quality. Lack of fundamental knowledge prevents 
simulation developers to incorporate models for 
different types of non-ideal mixing. 
 

Screening 
 
Screens and centrifugal cleaners are used to 
remove unwanted parts, e.g. shives, from the raw 
material in short circulation. Particles in the feed 
flow are divided into two or more streams based on 
differences in physical properties such as fibre 
length, width and coarseness. In addition to 
removing bad particles out of the main stream, 
they also perform fractionation. In short circulation 
we see this as reject thickening. The big 
opportunity, however, is to improve the raw 
material usage with fractionation, by directing each 
fraction to the purpose it is best for. To be able to 
optimize the fractionation, one must understand the 
underlying mechanisms thoroughly. The last ten 
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years many research groups have studied screening 
in laboratory or pilot scale producing valuable 
information for modelling. The wide distribution 
of physical properties of fibres and the numerous 
operational parameters of the equipment and 
process make the modelling task very challenging. 
A recent review on the progress in the field can be 
found in [8]. Today, screening is not an operation 
that can be predicted accurately at a mill. The basic 
challenge for using the models developed is that 
they are equipment specific and stock specific. At 
mill sites, the measurements for validation are 
missing too. The situation is not much better, even 
if we were satisfied with modelling reject 
thickening only. Namely, the need to include fibre 
length distribution in simulation (being laborious 
to validate in full scale simulation) seems to be 
essential for realistic thickening calculation [9]. 
This is no surprise, because thickening is a 
consequence of fractionation. Accordingly, model 
builders often end up with a solution of fixed 
splitting coefficients. In most short circulation 
simulation studies fractionation is not a key point, 
so a simple screen or a centrifugal cleaner model 
does not ruin results, for instance the dynamics of 
head box consistency. 
 

Forming 
 
Head box spreads the stock flow from the approach 
pipe to the whole width of the machine: the fibre 
mat is formed. The material flow is abruptly 
changed from a hydraulic flow to continuous sheet 
that must be controlled to have uniform properties 
at the reel. Besides the “trivial” requirement to 
cover the sheet machine direction (MD) in 
simulation, decisions whether, and how to simulate 
the sheet thickness and cross direction (CD) as 
well, become relevant. 
 
The forming section is a key operation in paper 
making. However, attempts to describe behaviour 
of the fibre mat on the wire mathematically have 
not been very successful, at least they are not 
utilized in full-scope dynamic simulators. The 
issues such as the stochastic nature of the raw 
material and fast moving wire or twin-wire make 
the hydrodynamics at the forming section very 

complex. The important phenomena, retention and 
drainage, are affected by wet end chemistry as 
well. The detailed models developed are very 
much machine, even paper grade specific. Also 
condition of the equipment (e.g. wire fabrics) is 
significant. It is difficult to apply even simple 
models in a production machine, because there are 
hardly any on-line measurements available in the 
forming section. For these reasons, fixed retention 
coefficients and water removal are widely used in 
simulation studies.  
 

Sheet thickness and cross 
direction 

 
Detailed modelling and simulation of paper sheet 
in three dimensions throughout the whole paper 
machine, is a great challenge. Needs to cover all 
three dimensions exist. Sheet thickness is 
important when one aims at detailed dewatering 
models in wire, press and drying parts. Quality 
variables are measured and controlled in paper 
cross direction (CD), thus an extensive simulator 
should offer all the manipulated variables in CD 
and produce realistic responses to be measured by 
the simulated scanner.  
 
Modelling of paper sheet thickness direction 
phenomena has been most successful in wet 
pressing and drying area. Many of such models can 
be found in literature, see e.g. reports by Kataja et 
al. [10] in wet pressing and Sidwall et al. [11] in 
paper drying. These models solve mass and heat 
transportation in, out and inside the sheet. Usually 
such detailed models are stationary, and the scope 
of the simulation is limited to single unit operation. 
Dynamic, full scope simulators require lighter 
solutions in unit operation modelling. The reasons 
are very practical such as limited time to configure 
a single piece of equipment and the general 
requirement for real-time or faster simulation 
speed. For these reasons Apros Paper uses simple 
wet pressing models (like Decreasing permeability 
model [12]) and single point sheet model 
(homogeneous sheet in thickness direction) in the 
drying part simulation. However, Apros Paper 
calculation has been developed to take into account 
the uneven temperature and moisture. Example of 
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a drying section profile, simulated and measured, 
is presented in Figure 4. 
 

 
Figure 4: Measured and simulated profiles at a 

drying section of a board machine. 
 
Only a few reports on modelling and simulation of 
machine CD have been presented and the 
simulation scope has been very limited. Probably 
the only full scale application has been presented 
by Nissinen et al. [13] who reported modelling and 
simulation of web forming process with dilution 
head box. The simulator provides a single tool to 
study paper machine MD and CD variables 
simultaneously. A grade change example is 
presented in the paper. This simulator (Metso’s in-
house extension in the Apros Paper simulation 
environment) has been used and further developed 
actively.  
 
In the simulator presented in [13] the full sheet CD 
model was limited in the forming section. Only the 
sample that was calculated to be seen by the 
traversing measurement head was stored and 
delayed. At that time Nissinen et al. wrote “it is 
evident that the full profile information cannot be 
held in the simulator’s memory resident database.” 
Today the simulator does exactly this, provides the 
CD information of the entire sheet width on the 
whole MD length, and still runs faster than real-
time. This approach gives a great framework to 
build an extensive paper machine simulator with 
detailed sub-models of forming, wet pressing, 
drying, finishing, etc. both in MD and CD. The 
simulator enables studies on operations such as 
machine speed changes or changes in the speed 
differences between drive groups. The simulator is 
linked with the metsoDNA control system and 
used in testing novel control strategies. Figure 5 

shows a sample experiment with the simulator. 
Dilution valve opening profile and a corresponding 
scanner measurement profile of basis weight are 
presented. After the situation in the left side 
picture, some of the dilution valve positions were 
manually altered. After some tens of seconds of 
simulation (the MD delay from the head box to the 
scanner), the right hand pictures were captured. 
The arbitrary changes made in the valve positions 
and the corresponding effects in basis weight 
profile can be clearly seen.  
 

  

  
Figure 5: Simulated CD profiles of basis weight. 

 

Chemical state 
 
Traditionally in dynamic simulation of paper 
making, chemical phenomena have not been 
included. Research in the field is active, and this 
limitation is gradually being removed. However, to 
create a general model of chemical state in paper 
process is practically impossible. Special models 
have to be made for different purposes, e.g. 
Koukkari et al. [14] have modelled chemistry of a 
neutral paper machine short circulation. This 
model is valid under certain constraints (when 
certain components are involved in the wet end 
system). 
 
Many calculations of chemistry are done as steady 
state calculation: kinetics is neglected. In real 
paper processes the reactions does not always 
reach the balance. One option is to calculate 
reactions in single phase as steady state reactions 
and add kinetics between the phases. Ylén [15] 
employed this approach when estimating the pH in 
short circulation slurries.  
 
A general problem in modelling chemical state of a 
paper making process is that the related on-line 
measurements can only capture a faint projection 
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of the entire chemical state of the system.  
Measurements – such as pH and conductivity – 
depend on all the chemical and physical 
components in the system and there are an infinite 
number of component combinations, which 
produce the same measured value. Once this fact is 
recognized, it becomes obvious that the process 
can not be operated optimally based on only the 
available measured values. For example, the same 
measured situation in plant – say pH – reacts very 
differently to chemical additions on different 
occasions even though initially all measured values 
are the same.  
 
There are significant problems with off-line 
measurements as well. The chemical and physical 
phenomena never reach equilibrium in practical 
situations due to the different time constants 
varying from nanoseconds to several days and 
even years.  When a sample is taken from the 
plant, it will continue its pursue of equilibrium and 
when the analysis is finally performed the 
measured off-line values do not correspond to the 
real situation in the plant.  Furthermore, the sample 
changes due to external conditions (temperatures, 
pressures, interaction with surrounding air, etc) and 
if the situation at the plant changes rapidly the 
sample taken represents only one situation at one 
particular time instant. 
 
These issues make realistic simulations of 
chemical state a challenge. In fact, the same 
problem (that on-line measurements offer only a 
limited projection of the actual state of the process) 
apply to many basic measurements in pulp and 
paper processes, for example freeness, kappa 
number and even consistency. If modelling is 
based on this kind of limited information, accuracy 
of the simulation (e.g. in on-line prediction) can as 
well vary quite remarkably depending on the 
operational state. Probably the best understanding 
of the state of the system (in addition to developing 
better on-line measurements) could be reached by 
combining all available on-line and off-line 
measurements to modelling and simulation 
structures in a Kalman filter type approach.  This 
estimation/measurement system could evaluate the 
states which could not be measured directly.  

Quality 
 
Paper quality variables can be divided in two 
different categories: 
A. Quality variables, which are based on clear 

physical properties of paper, e.g. grammage, 
moisture or density. 

B. Quality variables, which can not be defined 
using physical properties, e.g. freeness or 
formation. 

 
Quality variables in the category A can be defined 
using first principle models. These variables are 
unambiguous. For example the study by Lappa-
lainen et al. [16] showed accurate results for 
grammage and moisture of paper.  
 
The variables in the category B are, however, 
much more difficult to estimate. It is known that 
there are an infinite number of component 
combinations, which produces the same Freeness 
number. Many of the quality measurements used in 
paper industry are not unambiguous. A lot of 
sophisticated measurement methods are developed 
e.g. for tensile strength. Strength of fibres and 
bonds can be measured. However, the quality 
measurement used in industry is still tensile index. 
 
Statistical models can be developed to predict 
paper quality variables, though in many cases only 
in qualitative level. To use such a model, one must 
involve the effects of process delays in the 
prediction. Two approaches have been presented: 
1. Quality parameters of stock and paper are 

modelled and calculated after every unit 
operation. Jones and Nguyen [17] have used 
this methodology. 

2. Quality parameters are not modified after 
every unit operation. Instead, the operation 
/control variables of the unit operation (e.g. 
refining energy) are placed into the stream. 
The paper quality variables are calculated later 
using these variables and the statistical models 
developed based on process measurements. 
Kangas [18] proposed this idea of modelling 
paper quality using fibre-processing history.  

 
Figure 6 presents a simulation in which refining 
energy is elevated. Refining energy is put into 
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stream and transported with material. The elevated 
refining energy comes first to the machine chest. 
Later, the same effect can be seen in the machine 
screen, in the head box and finally at the reel.  

 

refiner mixing
chest

machine
chest

wire pit screen headbox reel

 
Figure 6:  Fibre processing history is transported 
with stream and used at reel to calculate a paper 

quality variable. 
 
In this experiment, the value of refining energy (as 
an example of an item in fibre-processing history) 
is transported through the whole process. At reel 
there is a statistic model which calculates the effect 
of elevated refining energy to tensile strength of 
paper. This model can include other parameters 
affecting the tensile strength as well: fibre 
orientation, draws, chemical dosage, etc.. Using 
this novel idea of fibre-processing history the 
quality properties of paper are estimated when 
needed, not everywhere in process network. The 
approach suits well also for statistical quality 
models which are based on combining sampled 
quality measurements with process measurements 
from mill control/information system. 
 

Discussion and conclusions 
 
Computational simulation of paper making, both 
static and dynamic, has been studied and applied 
since the 70’s, though papermakers have not been 
in the leading group to utilize simulation in 
industry. There is no external force (safety, 
legislation, etc.) for using simulation as compared 

to for instance nuclear industry. Secondly, paper 
making is full of processes where first principles 
models and accurate predictions are still far away 
in the future. Pure water in power processes is 
much easier to simulate than fibre suspension. 
Better on-line measurements would help here. The 
key difficulty is that the raw material is very non-
uniform. The on-line measurements can offer only 
a limited projection of the actual state of the 
process. It is extremely difficult to get general 
knowledge for needs of dynamic models from a 
paper mill. In the future, CFD simulation may give 
a boost to model development of full-scope 
dynamic simulation. Today, CFD simulation with 
detailed 3D models of papermaking equipment has 
limitations on e.g. fibre characterization and it still 
needs a lot of computing power. However, the idea 
of making reliable experiments with a CFD model, 
for instance on fractionation in pressure screens or 
centrifugal cleaners, is very attractive. Recently, 
many interesting reports in the CFD simulation 
arena have been published; see e.g. [19] and [20].  
 
Despite of all the difficulties mentioned in this 
paper, the interest and use of simulation is 
increasing in paper industry more rapidly than the 
industrial average [21]. One reason is the 
unquestionable benefit that dynamic simulation 
offers, even if we could not predict exact 
behaviour of every piece of equipment, namely the 
possibility to see and study the papermaking 
process as a whole [22]. Process and controls form 
together a complex integrated system with many 
interactions and re-circulations. The time span of 
the process phenomena varies from milliseconds to 
hours. Recently, the papermaking process is 
undergoing a significant change. Machines are 
getting either very large or compact and agile. 
Production and quality margins are getting smaller 
and smaller. Modern mills search continuously for 
improvements through advanced process control. 
Automation takes a more important role. 
Consequently, it becomes more difficult for new 
operators to understand the production system 
deeply enough, for example to act correctly in new, 
exceptional situation. Training and supporting 
simulators can provide help here. In this scope, it 
really seems that a simulator meeting the various 
demands - one by one - is needed.  

65

SIMS 45

Proceedings of SIMS 2004
Copenhagen, Denmark, September 23–24, 2004

www.scansims.org



 

 
Contradictory to the proposed trend of increasing 
simulation activity is the fact that engineering staff 
at mill sites has been reduced. It is hard to find 
time and suitable people to get familiar with 
simulation tools. The diffusion of simulation 
technology to the mills takes mostly place via 
engineering universities, and equipment and 
automation suppliers. Dynamic simulation in 
education should be increased, not only because it 
is one of the key technologies in the future, but 
because by using simulation examples and 
exercises the often theoretical material of process 
and control technology is made more intuitive and 
interesting for students.  
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Abstract
The sequence of the primary welding process and the following secondary processes machining
and heat treatment has been modelled to predict the residual conditions in a steam turbine valve.
The different process steps are coupled in order to transfer the residual conditions from preceding
processes to the ones following. The integrated model has been used to examine the rupture in the
weld zone between P91 and stellite. An accurate prediction of the stress level in the weld zone is
imperative for the assessment of the quality in the component and by that having a tool to minimize
the risk for breakdown and need for expensive maintenance. Both classical time independent and
time dependent plasticity models have been used to describe the different material behaviours
during the different process steps. The description of the materials is highly temperature dependent.
The welding process is modelled by adding material to the calculation domain while the machining
process is modelled by removing material from the calculation domain to redistribute the stress
fields. An in house iso-parametric FEM-code is used for the implementation of the material models
and the discretization of the appropriate addition and removal of material. The return mapping
algorithm is used for the time discretization of the time independent plasticity model and a Norton’s
power law model is used for the time dependent model. Results from the numerical calculations are
presented and different combinations of process parameters and material data are examined.

Keywords:Integrated modelling, Plasticity, Creep, FEM, High pressure steam valve

Nomenclature
σi j Stress tensor [MPa]
u j Displacement fields [m]
εi j Total strain tensor [-]
εel

i j Elastic strain tensor [-]

ε
pl
i j Plastic strain tensor [-]

εcr
i j Creep strain tensor [-]

ε th Thermal strain [-]

∗Corresponding author. Phone: +45 4525 4716,
Fax: +45 4593 4570, E-mail:jt@ipl.dtu.dk

Q Activation energy [ J
K mol]

R Gas constant [ J
K mol]

T Temperature [◦C]
ρ Density [kg

m3 ]
cp specific heat capacity [JK kg]
k Thermal conductivity [Wm K]
σY Yield stress [MPa]
E Young’s modulus [MPa]
ν Poission’s ratio [-]
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Introduction
A maintenance inspection of a high pressure regu-
larizing valve in the turbine section of the Danish
power plant "Skaerbaek 3" exposed a critical and to-
tal breakdown of a stellite layer welded on a P91
base material. A crack in the interface zone between
the two materials was fully developed and the entire
layer of coated stellite material could be removed
with light tools, see figure 2. The breakdown is of
course critical since the unit must be stopped dur-
ing repair and the number of similar units makes it
critical to get a good damage assessment to under-
stand the nature of the breakdown. In this part of
the damage assessment the focus is put on the man-
ufacturing stages, i.e. the initial welding of stellite
on the P91 material, the machining of the top layer
weld-material and the subsequent heat treatment of
the entire valve. To analyse the influence of these
processes, an in-house FEM code has been further
developed and used to model the thermomechanical
history of the material. To get useful results from the
numerical analysis, it is imperative to couple the re-
sults from the different process stages in order to ac-
cumulate the full load history of the material. There-
fore, the residual conditions from the welding and
machining process are used as initial conditions for
the subsequent heat treatment analysis. The residual
conditions from this calculation will be used for an
in-service calculation later on.
The chain of processes and necessary coupling in the
numerical analysis can be illustrated by the follow-
ing figure

Figure 1: Process modelling stages

In the numerical model the first stage of welding is
modelled by adding material to the discrete model
in steps as the weld material is added in the physi-
cal system. During the machining process parts of
this material are removed again from the calculation
domain and the stress redistribution is calculated.
Finally, the heat treatment process is modelled by
increasing the temperature to a specified level and
holding this temperature for a specified amount of
time. During this time of elevated temperature the
stress relaxation due to creep is calculated and af-
ter cooling to ambient temperature the quality of the
component and effects of manufacturing stages can

be evaluated.
The results are evaluated by monitoring the develop-
ment of the different fields in several nodes selected
in the cross section of the valve. These nodes are
located in a quasi stationary part of the structure that
more or less represents the overall load conditions in
the weld zone.
The enmeshment of the structure is done entirely by
8 node brick elements with 8 Gauss points for the
numerical integration. To speed-up calculation time
only one fourth of the structure is modelled. This
is of course obtained by setting appropriate bound-
ary conditions in the symmetry planes, i.e. adiabatic
boundary conditions for the thermal calculation and
perpendicular constrains for the mechanical calcula-
tion. The rest of the boundary conditions are gener-
ally free for the mechanical part and modelled by a
convective boundary condition in terms of an equiv-
alent heat transfer coefficient for the thermal part.
For the weld simulation the constitutive model is
based on a classical time independentJ2 incremen-
tal theory with a temperature dependent yield sur-
face. For this part of the analysis the temperature
dependency of the yield stress is considered to be the
first order effect. During the heat treatment process
the time effects are considered by using a power law
creep model. The temperature dependency of the
strain rate is described by an Arrhenius expression
to model creep at elevated temperatures. The imple-
mentation of both models are based on a backward
Euler time integration scheme to ensure a stable nu-
merical algorithm with sufficient accuracy. These
implementations require Newton Raphson equilib-
rium iterations to preserve global force equilibrium.

Theory
The numerical analysis is based on the finite element
formulation to solve the thermo-mechanical prob-
lem. The two physical systems of heat balance and
force equilibrium are described by the governing
heat transfer equation and the equilibrium equations
for the thermal and the mechanical analysis respec-
tively. Both systems of equations are shortly pre-
sented. The considered constitutive models and the
numerical implementation of these are presented,
i.e. rate dependent and rate independent plasticity
and the time integration of these.
Heat conduction is assumed governed by the Fourier
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law, Carslaw and Jaeger [1]. Together with the
source term from the process, the (transient) gov-
erning equation for temperatures becomes

ρcpṪ = (kT
, j) j + Q̇V (1)

where T is the temperature;ρ is the density of the
material;cp is the specific heat; k is the heat conduc-
tivity; and Q̇V is the is the heat supplied externally
into the body per unit volume from the welding pro-
cess.
The mechanical model is based on the solution of
the three governing partial differential equations of
force equilibrium, Olhoff [2], Hattel [3] and [4]. In
tensor notation, these are written as

σi j , j + p j = 0 (2)

where p j is the body force at any point within the
volume andσi j is the stress tensor.

Constitutive models

The material behavior during the welding and heat
treatment processes is indeed governed by the ther-
mal load and the temperature influence on material
data and constitutive relations. For the higher tem-
perature regions the considered materials generally
behave non-linearly and plasticity and creep effects
must be considered to get an appropriate description
of the material response. Still the fundamental as-
sumption of Hooke’s law forms the basis of the con-
stitutive relation by including non-linear strain con-
tributions in the decomposition of the strain expres-
sion.
The fundamental Hooke’s law and the decomposi-
tion of the strain tensor are given as, e.g. Weiner
and Boley [1]

σi j = Li jkl ε
el
kl and εkl = εel

kl +δklε
th + ε

pl
kl + εcr

kl
(3)

The thermal strain is in nature part of the elastic sys-
tem and gives a contribution to the dilatatoric part of
the system which forms the compressible behavior
of the material, i.e. pressure and density changes.
For the implementation of non-linear material mod-
els it is convenient to split the stress and strain ten-
sors in the deviatoric part,si j and ei j , and the di-
latatoric partσ andε, e.g. [5], Tvergaard [6] and

Lubliner [7] . Hence, the non-linear models are im-
plemented in the deviatoric system only, to fulfill the
requirement of incompressible behavior.

σ = 1
3σii

ε = 1
3εii

and
si j = σi j −δi j σ

ei j = εi j −δi j ε
(4)

For the welding simulation the material response is
modelled by a classical time independent thermoe-
lastoplastic material model in terms ofJ2 incremen-
tal theory with a temperature dependent yield sur-
face. The conditions during yielding are described
by the associated by flow rule also known as the
Prandtl-Reuss relation, Mendelson [8] and [9]

ε̇
pl
i j = λ̇si j (5)

where the plastic strain increment is a function of
the load parameteṙλ and the outwards normal,si j , to
the von Mises yield surface is given by the following
function

f (σ ,ε p
e ,T) = |σ |−σY(ε p

e ,T) ≤ 0 (6)

During yielding the yield condition is enforced by
the consistency condition to ensure the stress con-
ditions in the material consist with the actual yield
strength of the material

ḟ (si j ,ε
pl
e ,T) =

∂ f
∂si j

ṡi j +
∂ f

∂ε
pl
e

∣

∣

∣

∣

T

ε̇ pl
e +

∂ f
∂T

∣

∣

∣

∣

ε pl

Ṫ = 0

(7)
The continuum stiffness tensor can be derived by us-
ing the above information, se e.g. Tvergaard [6] and
Thorborg [11]

σ̇i j =

(

Lel
i jkl −β2µ

ni j nkl

1+ EP
3µ

)

ε̇kl (8)

Clearly, this time independent formulation does not
include time effects such as creep and the magni-
tude of the plastic strain increment is given by the
load parameteṙλ which is determined by the con-
sistency condition only. This material description is
considered to be adequate for the welding simula-
tion where the first order effect is the yield strength
of the material as a function of temperature. For the
heat treatment simulation, however, time is an im-
portant parameter and creep effects are considered
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since creep strain rates can be relatively high at ele-
vated temperatures. Therefore, time is considered
and the creep strain rate is given by a power law
creep model

ε̇cr = ε̇0σn (9)

which is used in the generalized expression for the
creep strain

ε̇cr
i j =

3
2

ε̇crsi j (10)

For this type of flow rule the material actually flows
for all stress levels. But due to the temperature de-
pendent material data the creep strain rate is very
sensitive to the temperature level as well as the stress
level. The reference strain rate is considered temper-
ature dependent and given by an Arrhenius expres-
sion

ε̇0 = A·exp(−
Q

RT
) (11)

whereQ is the internal energy,R the gas constant,A
is a constant andT the absolute temperature.

Numerical implementation

To ensure a numerically stable and fast algorithm
the constitutive models are implemented by using a
backward Euler time discretization, Kleiber [14] and
Sivakumar and Voyiadjis [15]. This is obtained by
using the well established return mapping algorithm
to enforce the yield condition on implicit time level
and by that fulfilling both the fundamental equilib-
rium condition and the constitutive yield condition
on new time level. The return mapping algorithm is
scaling the deviatoric stresses to lower an elastic trial
stress to a stress state that fulfills the yield condition
Simo and Hughes [10]. Generally this algorithm
solves a strain driven problem by assuming elastic
conditions initially and applying plastic relaxation
if required. To establish the numerical algorithm,
Newton Raphson iterations are used to obtain the
global equilibrium, and to optimize the convergence
a line search is performed after solving the system
to minimize the force residual Belytschko [13].

The Radial Return Mapping Algorithm The de-
viatoric trial stress level is calculated according to
the standard elastic relation between the deviatoric
stress and the deviatoric strain.

nstrial
i j = (n−1)si j +2µn∆ei j (12)

where 2µ is the shear modulus of the material,∆ei j

the deviatoric strain increment andsi j is the devia-
toric stress. Notice,∆ei j is found by the equilibrium

iterations, i.e.∆ei j = ∑∆e(k)
i j

The plastic strain increment is given by the well
known Prandtl-Reuss expression

∆ε
pl
kl =

∆γ

‖ srs ‖

∂ f
∂σkl

= ∆γ
skl

‖ srs ‖
= ∆γ nkl (13)

that is the flow rule composed of a load increment
∆γ and a direction in terms of the unit normal vector
nkl.

Updating fields The solution strategy described
above leads to the following update of the involved
fields in a typical structure of a numerical code go-
ing from one time level to the next[tn−1, tn].

nε
pl
i j = (n−1)ε

pl
i j +∆γnni j

nε
pl
e = (n−1)ε

pl
e +

√

2
3∆γ

nsi j = nstrial
i j −2µ∆γnni j

(14)

To calculate the size of the load parameter, the yield
condition is enforced on the new time levelt = tn,
which can be considered as a discretized application
of the consistency condition in a back-ward Euler
implementation of the yield condition. This leads to
the following scalar equation to determine the load
parameter.

g(∆γ) = −

√

2
3

σY(nεpl,
nT)+ ‖n strial

i j ‖ −2µ∆γ = 0

(15)
This equation is generally non-linear and needs to
be solved by an iterative solver.

The Consistent Stiffness Tensor

The consistent stiffness tensor is derived by lineariz-
ing the general stress strain expression considering
plasticity

nσi j = κδi j (
nεmm)+2µ(nei j −∆γnni j ) (16)

whereκ = E
3(1−2ν)
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Differentiating the general expression, (16), yields
the following relation for the stress increment

ndσi j =Ci jkl
ndεkl−2µ

(

nni j
∂∆γ

∂εkl
+∆γ

∂ nni j

∂εkl

)

ndεkl

(17)
The two partial derivatives can be derived by apply-
ing the chain rule and solving for the derivatives.
More detailed presentation of these derivations can
be found in Simo and Hughes [10] and Thorborg
[11]. However, using the results from these deriva-
tions and inserting these in the ’original’ algorith-
mic expression for the stress increment, (17) yield
the consistent stiffness matrix used in the numerical
code.

dσi j =



Ci jkl −2µ





nni j
nnkl

(

1+
σ ′
Y

3µ

) + 2µ∆γ
‖srs‖

[

1
2

(

δil δ jk +δikδ jl
)

− 1
3δi j δkl −

nni j
nnkl
]







dεkl

(18)

The effective stress function for creep

Similar to the return mapping algorithm for time
independent plasticity the evaluation of the creep
strain rate is done by a backward Euler time dis-
cretization. This evaluation is also based on a strain
driven problem where an initial elastic trial stress
state is relaxed in the deviatoric system by the creep
strain. The creep strain rate is given by the assumed
power law behavior and to ensure numerical stability
the reference stress in this expression is evaluated on
implicit time level. To evaluate the stress conditions
on new time level the effective stress function is im-
plemented, Bathe [12]. This function resembles the
scalar expression, (15) used to determine the load
parameter for time independent plasticity.
The function can be derived in the following steps,
based on the decomposition of the deviatoric strain
tensor

t+∆tSi j = t+∆tS
tr
i j −2µ

(

∆ecr
i j

)

(19)

Insertion of the creep strain rate yields

t+∆tSi j = t+∆tS
tr
i j −2µ

3
2

∆t ε̇0
t+∆tσ

nt+∆tSi j (20)

Collecting terms and taking the inner product

t+∆tSi j
t+∆tSi j

(

1+3µ∆t ε̇0
t+∆tσ

n
)2

= t+∆tS
tr
i j

t+∆tS
tr
i j

(21)

Which can be rewritten to the following transcen-
dental equation used to solve for the effective stress
on new time level.

f (t+∆tσ)= t+∆tσ
(

1+3µ∆t ε̇0
t+∆tσ

n
)

− t+∆tσ
tr

= 0

(22)

Coupled process modelling

Generally the numerical code is based on a semi-
coupled analysis where thermal results are used as
input to the mechanical solver. No coupling is done
from the mechanical results to the thermal solver.
To model the effects of the different process-steps
during the manufacturing stages of the product, the
entire history of the material is modelled and re-
sults from the welding simulation and subsequent
machining process are used to initialize the heat
treatment calculation. To transfer residual condi-
tions from one process step to the other all fields are
evaluated in the Gauss points, the nodes and the el-
ements are stored and restored continuously. This
process is rather straightforward since the mesh is
the same during the process stages.

HP valve and material data
The enmeshment of the high pressure valve is shown
in figure 3 and the dimensions of the valve are listed
in the table below.

Figure 2: Stellite layer in HP valve

Measure Dimension
Inner diameter - before welding 300mm
Inner diameter - after welding 294mm
Outer diameter 370mm
Length of valve - welded zone 250mm
Total length of valve 425mm
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Figure 3: Geometry with nodes in the cross section
and weld material modelling

The needed material data for the thermo-mechanical
analysis is a full set of temperature dependent prop-
erties. The heat conductivity is in the range of 26-
30 W

m K for P91 and 29-37Wm K for stellite. Poisson’s
ration is 0.3 at ambient temperature and increased to
0.45 below the solidus temperature. The rest of the
properties are presented in charts below.

Welding
Process description

The stellite layer is welded on the P91 base mate-
rial by a PTA-process. PTA typically uses up to
400A plasma current and the heat of the plasma is
mainly used to heat the powder which has very low
heat transfer properties. Hence compared to a TIG
welding process PTA deposition rate is some 8 times
higher and the dilution with the base metal only half.
Additionally the oscillation of a PTA torch during
welding spreads the heat over a larger cross sec-
tional area. By comparison with an automatic TIG
process for deposition of stellite, PTA is a very low
heat input process while still giving a significantly
higher deposition rate. Before the welding process
is started the base material is preheated to 180◦C.
In the FE-code the adding of weld material is mod-
elled by activating elements in the weld zone as
the torch passes. These elements are preheated to
2000◦C and during the time it takes the torch to pass
a point in the material, heat is generated by a source
term in the just activated elements. The amount of
generated heat inside these elements is calculated
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from the total heat input minus the heat input from
the preheating of the material.
To simplify the discretization of the welding process
the moving heat source is modelled by adding full
rings of weld material, i.e. the heat source is not
moved in the direction of the circumference but only
in steps in the direction of the cylinder direction, see
figure 3. The time in between each ring is added is
equal to the time it takes the torch for one revolution
and the time the source term is switched on is equal
to the time it takes the torch to pass a generic point
in the weld zone.
The process parameters used for these calculations
are listed in the reference, Thorborg [16].

Austenite Forming and Martensite Transfor-
mation

In this simulation the austenite forming is consid-
ered, i.e. the P91 material is assumed to be fully
transformed to austenite in the regions where the
temperature exceeds 980◦C during the welding pro-
cess. This transformation changes the behavior of
the thermal expansion coefficient in order to de-
scribe the transformation during austenite forming
and the later martensite forming during cooling, see
the thermal strain chart for illustration.

Machining

After the welding process and the cooling down of
the valve the outer layer of weld material is removed
by the machining process at 25000s. The removal of
material, however, has only little effect on the stress
distribution and is hardly visible in the curves. The
fields monitored in the outermost node, 14029, goes
to zero indicating that the node is removed. It should
be noticed that reaction forces from tools in the ma-
chining process are not modelled, i.e. the effect from
machining is mainly a redistribution of stress due to
an area reduction in the cross section.

Welding Simulation - Results

Doing a full damage analysis requires a full set of
results and comments on these. However, this is not
within the scope of the present paper. Therefore only
two contour plots of the temperature and theσθθ

stress component are shown for 20s after a ring of

weld material is added. At this time the base mate-
rial is heated and generally the stress conditions are
compressive due to thermal expansion. In the weld
material, however, reaction and thermal contraction
causes the stresses to be tensile. Due to this transient
history, plastic yielding and thermal contraction in
the weld material the residual conditions in the weld
zone is generally tensile.

Figure 4: Temperature plot, 20s after a new weld
material ring is added

Figure 5: σθθ plot, 20s after a new weld material
ring is added
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Heat treatment

The heat treatment process is modelled by applying
time dependent thermal boundary conditions, i.e.
increasing the ambient temperature during heating,
fixing the boundary temperature during the speci-
fied holding time and finally decreasing the bound-
ary temperature to room temperature at the end.
The heat treatment process is specified to have a
holding time of 4 hours. The heating and cooling
rates are specified at approx. 150◦C per hour.

Norton’s power law

The creep behavior during the heat treatment pro-
cess is described by Norton’s power law. The gen-
eral expression of Norton’s power law is

ε̇ = A σn exp

(

−Q
RT

)

(23)

whereR= 8.314·10−3 kJ
molK. The Arrhenius expres-

sion governs the creep sensitivity to temperature.
In the heat treatment calculation three different
zones/materials are considered. The first material
is the weld material or stellite material, the second
material is the original untransformed P91 base ma-
terial and finally the third material is the martensite
transformed material

Material A n Q kJ
mol

Stellite 8.2·105 12.95 750
Untransformed P91 3.73·1016 6.9 677
Transformed P91 2.75·1013 4.6 677

Table 6: The material data describing the three dif-
ferent materials

From this list of material data it is readily seen that
the stellite material is the most creep resistant ma-
terial even for elevated temperatures. The zone of
untransformed P91 is the most creep sensitive ma-
terial while the transformed P91 is far more creep
resistent. These data are of course clearly seen in
the numerical results presented below.

Heat treatment - Results

The heat treatment simulation is based on the resid-
ual conditions of the welding simulations and subse-
quent machining, i.e. all fields are initialized to the

residual values to have the full history of the loading
conditions in the material.
Figure 6 shows the von Mises stress distribution in
the selected nodes, indicating the stress relaxation in
the P91 material. Figure 7 gives theσθθ stress distri-
bution through the cross section, at initial tempera-
ture, when 700◦C is reached, when cooling is started
and when ambient temperature is reached again, re-
spectively.

Figure 6: The von Mises stress

Figure 7: Theσθθ stress component

Conclusion
The thermal load on the system and the subsequent
developed mechanical fields are highly governed by
the dynamic addition of weld material during the
weld process. The two main reasons for the resid-
ual stress conditions in the material after the welding
process are the difference in zero thermal strain for
the base material and the weld material and the plas-
tic yielding in the weld zone during the high temper-
ature peaks when hot weld material is added to the
system. During addition of hot filler material, the
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base material is heated and starts to yield in com-
pression and at the same time the stellite yields in
tension. But during cooling both materials contract
and at the residual conditions the stellite material has
a high thermal contraction. All together this gives
a residual condition of tensile stresses in the weld
zone. The machining process removes the top layer
of weld material. This geometrical change only re-
distributes the stresses slightly and the effect of this
process stage is negligible.
During the heat treatment process the thermal load
on the stellite material is decreased during reheat-
ing of the material. This is immediately seen in the
stress level locally in the stellite material. However,
the area of the weld material in the cross section is
small compared to the base material and the influ-
ence on the P91 material is small even around the
weld zone. During the stationary part of the tem-
perature history the untransformed part of the P91
material starts to creep and the stress level generally
relaxes in the P91 material. During this stationary
part of the process the stress level is almost constant
in the stellite material. During cooling the thermal
load is restored in the system and the stresses in-
crease again. But due to the relaxation in the P91
material the stress level in the stellite material actu-
ally increases a little bit compared to the initial con-
ditions.
Generally, the welding process causes an inexpedi-
ent tensile stress distribution in the structure and the
subsequent heat treatment process does not improve
the situation, to some extent it increases the stress
level in the stellite layer. In-service load calcula-
tions must be performed to clearly assert the creep
behavior during service load conditions and evalu-
ate formation of critical crack zones.
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SIMULATION OF CAPACITOR DISCHARGE STUD WELDING 
 

Dietmar Weiss1 and Thomas Lauenroth 
1) Technical University of Denmark 

Department of Manufacturing Engineering and Management 
2800 Lyngby  

Denmark 
 
 
 

Abstract 
 

A mathematical model was developed for analyzing the energy balance in initial-contact 
mode of capacitor discharge stud welding.  Due to the difficulties to determine 
experimentally the heat transfer in the fusion zone, measured electric values are 
combined with a simulation of the generation of heat and its distribution. The model 
takes the effects of latent heat and stud tip deformation into account. In the arc phase, it 
simulates the melting of the mating faces and computes the critical point in time before 
the joining phase must start to avoid potential failure of the joint. The model aids 
optimizing of the process from an energetic point of view by derivation of optimal 
discharge current profiles. 

Keywords: Capacitor discharge stud welding, energy balance, discharge profile 
optimization 

 
 

Introduction  
 
Capacitor discharge stud welding (CDSW) is an 
efficient arc process for welding of fasteners with 
diameters of up to 10 mm on various kinds of 
metals.  Energy stored in the capacitor is 
discharged directly trough stud and workpiece. 
Thereby the mating faces of stud and plate are 
molten by resistance and arc heating. The process 
is widely used because of economic and quality-
related advantages [1]. The equipment is 
inexpensive and the process can be applied to most 
relevant combinations of ferrous or non-ferrous 
metal. In Fig. 1 and 2, sketches of the set-up of 
CDSW in initial-contact mode and of the process 
phases    

•  ignition phase 
•  arc phase 
•  joining phase 

are given. 

 Nomenclature 
 
 A  area [m2] 
 E  electric energy [J] 
 FF  spring force [N] 
 H  enthalpy [J] 
 h  specific enthalpy [J/kg] 
 I  discharge current [A] 
 n̂   normal vector 
 P  power [W] 
 Q&   heat flux [W] 
 Q   heat [J] 
 q
r&   heat flux density [W/ m2] 

 T  Temperature [ºC] 
 t  time [s] 
 U  voltage [V] 
 V  volume [m3] 
   
 λ  thermal conductivity [W/(m K)] 
 ρ  density [kg/m3] 
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Figure 1: Sketch of capacitor discharge stud 
welding 
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Figure 2: Initial-contact mode: a) initial position,  
b) ignition, c) arc phase, d) joining phase 

 
In comparison to other welding processes, the plate 
will not be deformed or affected in strength by 
drilling of holes. Due to the short welding time, 
shielding by an inert gas is unnecessary and the 
maximum temperature on the reverse plate side is 
relatively low. For instance, fasteners with a 
diameter of 6 mm can be welded on 1 mm plastic 
coated steel sheets without marking the coating on 
the reverse plate side. However, the explosive-like 
sound with a level of up to 140 dB and the 
difficulties to reproduce reliably an acceptable joint 
quality are still critical issues. Figure 3 shows 
exemplarily a typical defect where the energy 
remaining after the ignition phase was insufficient. 
Consequently, the mating stud and plate faces were 
only partially melted causing a lack of fusion. 
  
 

Therefore, current research is focused on 
optimization of discharge profiles with the intention 
of 1) decreasing the sound level and 2) reducing the 
capacitor size or increasing the operating time of 
portable chucks, respectively. 

  
 

Figure 3: Lack of fusion due to partly melting of 
mating faces of stud and plate 

 
The primary problem in choosing process 
parameters avoiding early exhaust of the capacitor 
are the manufacturing tolerances of the studs. For 
instance, the standard EN 13918 allows variation of 
the tip diameter of   M8   studs   of 0.75 ± 0.08mm. 
The influence of such a variation of the stud tip 
dimensions or of the roughness on both thermal 
activation and subsequent arc phase is difficult to 
compensate by modifying process parameter sets 
manually in a trial-and-error manner. Thus, further 
development of stud welding chucks requires the 
availability of real-time algorithms controlling the 
conversion of electric energy to heat in the fusion 
zone. The performance of measurements needed for 
formulation and validation of such control models is 
challenging due to the short-time character of the 
process. Electric process parameters and the sound 
level are uncomplicated to monitor. But, they only 
allow very limited conclusions regarding melting, 
evaporation or spattering. Because of the significant 
influence of these thermal effects on the success of 
electrode melting, their understanding is the key to 
optimization of the process. However, the dynamics 
of CDSW and the high temperatures make it 
practical impossible to measure heat transfer related 
effects with a sufficient precision in the thin gap 
between stud and plate. Besides, observation of the 
liquid region cannot be performed in the joining 
phase.  

Therefore, the experimental work should be 
supported by numerical modeling of the generation 
of heat and its dissipation. The scope of the 
investigation is focused on minimizing the energy 
needed for ignition of the arc and melting of the 
electrode faces. Several models of stud welding 
have been developed [4,5,6], but they are not 

spring force 
 
chuck 
stud 
plate capacitor 

thyristor 
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applicable to the arc phase of the initial-gap mode 
considered here. For this mode, the thermal 
processes have only been simulated in the ignition 
phase [7]. Therefore, a model should be proposed 
which allows the prediction of temperature 
distribution and of heat fluxes to plate and stud as 
function of measured process parameters. The 
simulation code takes the effects of evaporation, 
deformation of the molten tip and movement of the 
stud into consideration. Results are the enthalpy 
necessary for melting and disintegration of the stud 
tip, the enthalpy required for melting of the 
electrodes over the cross-sectional area of the joint 
and the critical point in time before the joining 
phase should start in order to avoid potential 
failure of the joint.  

 
Modeling 
 
An example of the experimental data available is 
given in Fig. 4. Discharge current and voltage 
measured reflect conversion of electric power to 
heat as an integral value defined over a domain 
containing plate, stud and fusion zone. Due to the 
space-independence of the input data, it seams to 
be appropriate that a lumped model is stated based 
on the following assumptions:  

•  transient one-dimensional heat transfer 
problem in axial extension  of the stud 

•  plane and parallel electrode faces with an area 
less or equal the cross-sectional area of the 
stud 

•  constant density in all states, all other thermo-
physical properties are temperature-dependent 

•  uniform distribution of heat flux on plate and 
stud faces in radial direction - based on the 
observation of a constant thickness of the heat 
affected zone in radial direction 

•  consideration of the local displacement of 
liquid at the arc spot by an increased mean 
thermal conductivity of the molten metal in 
axial direction 

•  ratio of heat flux to workpiece and to stud 
equals one  

•  no heat generation in joining phase because 
electric resistance is vanishing 

•  similar material combination  

The electric power is an arbitrary function of 
time )(tfP =  which can be modified in order to 

adjust the transient heat generation. The loss of 
mass by spattering as one of the factors 
determining the thickness of the molten layer will 
be a tuning parameter of the model.  The governing 
equations are formulated on the domain 

),( maxmin zz=Ω  where minz and maxz denote the 

axial coordinates of the reverse side of the plate 
and the stud end.  

Figure 4: Voltage and discharge current versus 
time in  a) ignition, b) arc, c) joining phase 
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V denotes the volume, ρ the density, h the specific 

enthalpy, t the temporal variable, q
r
&  the heat flux 

density, n̂  the outward pointing normal, A the 
area, volq& the volume-specific source, λ the thermal 

conductivity, T the temperature, inpQ& the net heat 

input, η  the thermal efficiency, U the voltage and 

I(t) 
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I the discharge current. The boundary conditions 
on the boundary Ω∂ are of Dirichlet type and 
equal the initial temperature T0 = 20°C. The 
transfer problem described by equations (1)-(4) is 
discretized employing a cell-centered finite volume 
method.   

In the ignition phase, inpQ& is characterized by a 

contact and a material resistance of the stud tip, see 
[7] for details. In the arc phase, the heat available 
for melting of stud and plate faces is the difference 
between the electric power of the arc converted to 
heat and the heat transferred to the solid metal by 
conduction and to the environment by radiation, 
convection and evaporation:  
 

lossoutmelt QQPtQ &&& −−=)(  (5) 

meltQ&  is mainly determined by discharge profile 

and cooling conditions and subject of rapid  
temporal variations. The application of Equ. 5 
allows to derive the desired information about the 

thermal state of the fusion zone. )(tQout
&  is 

calculated according to Equ. 2 based on the 
gradient of the actual temperature field at the 
liquid-solid interfaces.  
 

Results 
 
The simulation results reflect the thermal processes 
in arc and joining phase as demonstrated in Fig. 5 
for a steel fastener M8, S235 with tip length lT = 
0.82 mm, tip diameter DT = 0.83 mm, capacity C = 
66 mF, no-load voltage UC = 215 V, inductivity LK 
= 6 µH, contact resistance RK = 9.5 mΩ and spring 
force FF = 130 N. The heat flux available for 

melting of the electrodes meltQ& is represented as the 

difference between inpQ& and outQ& . At the begin of 

melting, the arc effect is limited to the small cross-
sectional area of the stud tip with a radius of DT. 

The net heat generation of inpQ& between 100 and 

150 kW is relatively high and causes an initial heat 
flux density outq&  greater than 100 kW/mm². The 

reduction of meltQ& by heat conduction can be 

neglected because of the small cross-sectional area 
of the tip. The area of arc activity is increasing until 
a net heat input of 80 Ws is deposited in the fusion 
zone after 0.7 ms which corresponds to a thermally 

activated area of 50 mm² and a heat flux density 

outq& of 1.6 kW/mm². The positive meltQ&  allows 

heating and partial melting of the electrodes. At this 

point, an amount of 160 kW of the generated inpQ& = 

200 kW is transferred to the colder electrode 
regions. Thus, the melting heat available is 

meltQ& (t = 0,7 ms) = 40 kW. It drops rapidly with 

falling discharge current and is zero before the end 
of the melting phase at t = 1.4 ms. Having an 
absolute value of 90 kW, the flow in and out of the 
process zone is in balance as indicated as point (a) 
in Fig. 5. The still decreasing melting heat becomes 
negative before the transition to the joining phase. 
At t = 1.6 ms, a power of 45 kW is converted to 
heat, but 71 kW are transferred to the solid parts. 
Consequently, the liquid layer cools down in spite 
the fact that a substantial amount of heat is still 
transferred to the fusion zone. The plot of the 
computed temperatures between t = 0.9 ms and t = 
1.6 ms over the axial coordinate in Fig. 6 confirms 
this. The result shows that the faces of plate and 
stud are fully activated at t = 0.87 ms and that the 
mean thickness of the liquid layer on both sides is 
50 µm. The velocity of the movement of the melting 
front decreases with falling melting power at the 
end of the process, Fig. 5 and 6.  

Even with negative meltQ& , the melting of the 

electrode faces continues slowly, but enthalpy and 
the mean temperature of the liquid layer are 
dropping. Thereby, the crystallization of the 
molten metal will start before reaching the point of 
transition to the joining phase. If the mass of the 
molten metal is reduced to a value below the 
critical mass for joining, the risk of a failure of the 
operation is given. Therefore, the setting of the 
process parameters has to secure that the joining 
phase ends before or at the point in time when 

meltQ& = 0 as shown in Fig. 7a) for a medium 

inductivity corresponding to a moderate profile of 
the discharge current. For smaller inductivities, 
mechanical limits of the process cause the risky 

transition to joining after reaching  meltQ& = 0, Fig. 

7b). Positioning of a transition point after the 
process end is theoretically possible when using 
very high inductivities in combination with high 
no-load voltages, Fig. 7c).  
 
The quality criterion corresponding to a discharge 
profile according to Fig. 7a) ensures that a 
maximum mass of molten metal with high 
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Figure 5: Net heat generation inpQ& , heat flux to solid material outQ& and melting heat mmelt PQ =&  versus 
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Figure 6: Axial temperature distribution versus time in arc phase 
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enthalpy is available. For example, for a mild steel 
M8 stud it is fulfilled if the maximum inductivity 
is 10 µH and the arc phase is shorter than 2 ms can 
be guaranteed with a spring force of  
80 N. With the transition to the joining phase, the 

net heat input inpQ&  vanishes. In the example 

considered, outQ& dominates the process if  

t > 1.6 ms, Fig. 8. Starting with around 70 kW, 

outQ&  drops with falling temperature difference 

between molten layer and electrodes. The cooling 
of the liquid accelerates and its mean temperature 
drops. If the melting temperature is reached, 

crystallization starts and the two crystallization 
fronts join at the center of the process zone. The 
theoretical crystallization time is 2.3 ms (Fig. 9a), 
the time drops to 0.62 ms if a realistic mass loss by 
spattering of 50% is assumed (Fig. 9b). The 
simulation results show that the enthalpy brought 
into fusion zone and base metal can be reduced by 
modification of the discharge profile. This is 
advantageous when manufacturing thin coated 
sheets or panels. Further development should 
allow manufacturing even thinner sheets which 
will reduce costs essentially and make CDSW 
more attractive. 

Figure 7: Melting heat versus time in 
fusion zone in dependence of the 

discharge profile ( meltS QP &=  ) 

a  –  medium/high inductivity  
b  –  small inductivity 
c  –  very high inductivity 

process end 
possible 

mechanical limits 
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Figure 8: Axial temperature distribution versus time in joining phase 
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Figure 9: Calculated crystallization time versus thickness of liquid layer  
 a  –  M8, S235, C = 66 mF, UC = 215 V, LK =   6 µH, RK =   9,5 mΩ, FF = 130 N, 
b  –  M8, S235, C = 66 mF, UC = 185 V, LK = 12 µH, RK = 10,5 mΩ, FF =   35 N 

Zoom: 
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Conclusions  
 
The problem of energy conversion and heat 
dissipation in the ignition and arc phase of 
capacitor discharge stud welding is simplified as 
a one-dimensional heat transfer problem. The 
effects of evaporation and convective transfer are 
considered by modified heat sources and 
effective material properties. Measurements of 
current and voltage with a high resolution in time 
have been combined with the analysis of the 
energy balance over the gap region between stud 
and workpiece. The resulting model allows 
finding optimal transition points from arc to 
joining phase and the energy necessary for 
sufficient melting of the electrode faces before 
joining. The method is applicable to different 
material combinations and stud dimensions.  
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Conditions for Intelligent Process Diagnostics and Optimization in the 
Future. 
 

Erik Dahlquist and Janice Dhak, Malardalen University,Vasteras,Sweden 
 

ABSTRACT 
 
In the paper the conditions for bringing the research to practical use in process industry is 
discussed. A tight cooperation with the users in process industry is needed. Uncertainties and 
strategies to handle these have to be addressed. Integration of diagnostics, optimization and 
decision support systems is needed. 
 
1. INTRODUCTION 
 
Two thousand years ago a Greek scientist 
and philosopher claimed that “we now know 
everything, and we can skip further research 
activities”. A hundred years ago the 
president for the US patent office claimed 
“all possible inventions are done, and we 
can now close the patent office”. Today we 
sometimes feel we have already developed 
all tools necessary for process monitoring 
and optimization, but as very few are in real 
usage at mills, we can be sure there is much 
more to be done. 
 
The emphasis thus will have to be to 
develop functions that can bring the 
applications into productive use. We need 
robustness and integration between different 
tools. If we cannot rely on the process 
signals we can not rely on the control, and 
automated optimization will be irrelevant. 
 
We also must have a very good dialogue 
between those who are to use the tools in the 
plants. Today even very good tools are not 
used just because the “driver” at the mill has 
retired or moved somewhere else, and then 
no one else bothers to use the tool. 
 
To come around this we need intuitive 
designs of process displays, so that the 
operator and engineers will understand the 
meaning of the functions easily. It shall not 
be needed to be a PhD to use the tools. Very 
often we as “theoretical experts” want to 
have all flexibility in the world, which 

makes it difficult even for ourselves to know 
the meaning of the alternatives half a year 
after the algorithms were created. 
 
In this paper we discuss the conditions 
needed from the demand side. What 
functions do we want to have? Secondly we 
discuss intuitive design of process displays 
and how to communicate in an efficient way 
between operators and system. After this we 
make a technical overview over the 
hierarchy of an “ideal” system with 
Intelligent Process Diagnostics and Process 
Optimization. This is the direction for the 
future development we believe we should 
strive for.  
 
2. PROCESS OPTIMIZATION 
HIERARCHY 
 
If we start with the functions, we need to 
monitor the process performance. 
Information from the process needs to be 
handled in some automatic way to extract 
important information from “noise”. When 
we know the status of the process and 
combine with what we want to produce, we 
give the incentive for dynamic process 
optimization. Still, there will always be 
uncertainties in how the process will 
perform in the future. Thus we need tools 
for predicting the process performance as 
well as possible changes in the production 
planning during the next day and other time 
horizons. Finally we need to have good 
procedures for communication between the 
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developer of the system, the SW vendor and 
the users of the system. This must be done  
 

The hierarchy of the functions needed for a 
process optimization system can be given by 
the figure below. 

 

 
 
Figure 1. Process Optimization hierarchy 
 
3. PROCESS PERFORMANCE 
MONITORING 
 
Process performance monitoring is done by 
performing data reconciliation of the sensors 
and equipment in the process. Physical 
models are in many cases good to use as a 
tool for data reconciliation.  All known 
physical relations as well as configuration of 
the network connecting different equipment 
and sensors to each other is collected. The 
mathematical models of the equipment are 
adapted or tuned to real plant data.  Soft 
sensors can be achieved giving performance 
indices for different process equipments, as 
well as tools for data reconciliation. A 
steady state model is good for identifying 
mass and energy balances, but may have to 
be complemented by a dynamic model to get 
correlations between events and responses 
with some time delay in-between. Trending 

of fault development with moving window 
techniques will give a possibility to find 
faults in noisy processes. The time plot will 
also detect trends in fault development that 
may not be seen in the steady state 
calculations, if different filters are used. 
 
4. PROCESS OPTIMIZATION 
 
The process optimization has to be done in 
different time perspectives. To use the 
optimized set points achieved by dynamic 
optimization we need tools for predicting the 
process performance. Otherwise we may 
drive the process to unstable conditions. It is 
important to develop strategies for how to 
handle any kind of uncertainties. It may be 
that we have to reschedule production 
because a prioritized customer demands a 
fast delivery or because some unexpected 
event takes place in the process and makes 
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the old optimal operation schedule obsolete. 
Then it is important to get this delivered and 
produced without more disturbances then 
necessary for other customers. We have to 
handle other uncertainties like faulty or 
uncertain measurements as well as possible 
changes in the production planning due to 
problems fulfilling special quality demands. 
Different equipment will have different 
reliability, and thus should also be handled 
in different ways with respect to 
uncertainties. If a sensor normally is 
unreliable we should first try to move it as 
the position may be bad. A consistency 
sensor for instance may give faulty 
measurements if sitting where the flow is 
very turbulent just after a pump, but may 
give correct results just a few meters further 
down the line. To replace the sensor with a 
better type is a second alternative. It may 
also be possible to correlate it to other 
signals and measurements, to make the 
reading more reliable. This can be done by 
using “data reconciliation” methods. A 
number of articles describes methods for 
this, eg : Crowe et al (1983), Karlsson et al 
(2003), Narasimhanet al (2002), Romagnoli 
et al (2000), Weiss et al (1996). 
 
When it comes to the actual optimization 
there are many different type of procedures 
and methods available. We can try to 
formulate the optimization problem directly 
in an objective function and with suitable 
constraints, and then use one of the standard 
optimization algorithms available. One way 
here can be to use a tool set like Tomlab 
which makes it possible to principally 
formulate your problem once, and then link 
to many different solvers ( more than 70 
today), to test which one is best suitable ( 
Dhak et al 2004 ). This is the method the 
mathematician would prefer. 
 
Other ways can be to use Simulated 
annealing or using Genetic algorithms, 
which are more “engineering type” of 
algorithms. 
 
Both types have there benefits and draw 
backs. 

 
What will be the task for the future is to use 
these methods, but primarily to try to 
identify good ways to formulate the 
optimization problem in a good way. By 
making the right simplifications, the 
problem may be very much faster to solve, 
than originally. Strategies will have to be 
identified for how to include uncertainties. If 
we want to optimize a cogeneration plant 
and an energy system with both heat and 
power production, and with several 
production units, the weather forecast is one 
factor to consider. Other factors are energy 
prices, taxes, fuel price, quality of fuel ( how 
frequent do you have to steam blow to keep 
the precipitation on heat exchanger surfaces 
under control), return district heating water 
temperature, heat storage and others. If we 
just make some assumptions that the price 
will be this, the temperature that etc, and the 
assumptions were wrong, the principally 
optimal solution may very well be a disaster 
from a supply point of view, with 
economical losses in relation to only manual 
control. How do we encounter the new 
information being available to the operators, 
and making them adjust the schedules? A 
good attempt to do as much as possible of 
this has been done by Persson et al (2003) at 
a Swedish pulp mill, Gruvon, where 
optimization of two integrated recovery 
systems and mills are optimized with respect 
to production capacity and sulfur balance.  
 
These strategies first means we will have to 
register all possible uncertainties. How often 
do different events take place? How much 
differs weather forecasts from future facts? 
Are the predictions better or worse during 
certain weather conditions? Do we know of 
future shut downs in other power plants that 
may trigger the electricity price? Where do 
we get that information, and could we get 
them automatically into the optimization 
system? These questions need to be 
introduced into the optimization system to 
give “risk values”. When the prediction 
horizon is very uncertain, it may be better to 
operate the system in a very conservative 
way, to avoid major mistakes. On the other 
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hand, if we can get a better understanding of 
the real risk, we can minimize the 
uncertainties by time. This will be a real 
challenge for the researchers in the near 
future to find these strategies for handling 
the uncertainties, but when it is done 
optimization can really take off in real 
applications on a large scale. 
 
Another application of optimization is the 
on-line use of e.g. MPC, model predictive 
control. This means multivariate control, 
where the interaction between several 
control loops is coordinated by some kind of 
model. The principles of this technology is 
decades old ( see e.g. Morari et al 1980), but 
there have been practical problems to get 
robust systems, and thus the usage is still not 
very common. If we make the checking of 
signals, can produce robust models and can 
handle uncertainties in a good way, the 
usage will be very common. I should say if, 
but when, because a lot of work is going on 
in the field, and sooner or later we will be 
there. A major limitation so far has been 
computer calculation speed, as it takes to 
long to calculate. Another obstacle is to get 
the correct feed back to the control system, 
as the variables we really want to optimize 
often can not be measure directly in the 
process. By using different types of soft 
sensors still we are getting more and more 
quality sensors for this purpose (e.g.  
Pettersson ,1998). A lot of small steps are 
taken all the time, and as each step is small 
it is difficult to notice the strong movement, 
but it is there! 
 
It is also of major interest to combine the 
diagnostics and process schedule with a 
decision support system. This can preferably 
be a adaptive Bayesian net type of tool, 
where correlations between events and 
resulting faults can be organized in a 
systematic way. The net with the relations 
then can be tuned to get the weights of 
different influences from real plant data. 
Here we have the same need for evaluation 
of the reliability of the measurements and 
other information from the process, to avoid 
mistakes. On the other hand we also here 

have a means to present the probability for 
an actual situation, if there is a sensor fault, 
poor performance of the process or 
something else. This evaluation of the 
probability for one or the other is adjusted 
by feeding back information about what was 
the root cause of a problem with similar 
characteristics earlier. Examples of papers 
describing this type of systems are presented 
in e.g. Jensen (2001) or Jensen et al (2002). 
 
5. SYSTEM DEVELOPMENT 
 
The most important factor for getting 
anything good out of the advanced functions 
is good procedures for communication 
between the developer of the system, the SW 
vendor and the users of the system.  This 
must be done all the way from starting 
planning to long term operations. Otherwise 
the whole project will be a waste of money 
and time. Almost all projects will fail due to 
a miss in this step. The operators have too 
many other things to do. They do not see the 
advantages with the new system or even fear 
they will loose their jobs if it is good 
enough. Or they just find the system to 
complex to really understand how to use. Or 
small faults in the technology make them 
tired of the whole thing, if they are not 
engaged in solving the small problems. And 
for this they need a strong support from their 
managers. If they know their managers find 
this important, they will be more positive, 
than if the work only results in less 
production and thus less bonus money! So 
short term interests have to be balanced by 
long term benefits, and this must be clearly 
stated by the management. The best is if all 
levels from the president to the operators are 
involved and informed from the beginning 
and on a regular basis. Continuous 
information will keep the project going even 
if there are some back lashes now and then, 
something that is very difficult to avoid 
when advanced functions are to be 
implemented. 
 
In the project we thus need to identify what 
functions should be included. It is better to 
have the complete line from process signals 
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to full blown decision support and optimized 
production for a small section of the plant 
first. This will show that the method is 
working. If we take a significant step in the 
whole plant, but never reach a full functional 
delivery it will just make the operators 
disappointed. On the other hand it may be 
that you do not see the advantages for only 
this small part, as they pay back is coming 
first when the whole installation is done. It 
is thus very important to go through 
potential savings from the beginning and to 
analyze where the real savings are to be 
found. If we can solve one problem the 
principles has been proven and we can take 
a second step.   
 
To get an intelligent decision support we 
also need feed back from the operators and 
process engineers about real faults and 
problems in the process. We need feed back 
when a problem has been fixed, and the 
analysis tool needs to understand that a fault 
has been fixed. To get this into an automated 
system is a real challenge, but necessary 
long term. If we can get this to work 
properly the advise from the system will 
become much more reliable, which will give 
the operators confidence in the system. If we 
also can convince the operators that they 
will not risk their jobs just because the 
functions are better, they hopefully will see 
this in a positive way. A modern good car 
has a lot of new functions which makes it 
easier and safer to drive, but still the driver 
is needed! And it is not more boring to 
drive. Now you can try to minimize your 
energy consumption by watching the 
lit er/km fuel consumption by driving in 
different ways. This is possible with the car 
computer, which has come the last years! 
 
6. CONCLUSIONS 
 
A lot of activities are going on all over the 
world on developing different features for 
diagnostics, optimization, control, MPC and 
decision support. Sooner or later these will 
become robust enough to be possible to use 
on a larger scale in process industry. What is 
needed is to integrate all the different 

functions, as they are depending on each 
other. Strategies for how to include 
uncertainties in the optimization and good 
decision tools for the operators will be a 
future research focus to get robust systems 
that will actually be used by the mill people. 
This also includes working together with the 
users to get input on what has to be 
included, and to discuss the usability, but 
also to add on features to keep robusticity. 
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Abstract 

The ammonia hydrogen sulfide circulation scrubbing is a common industrial process for coke-

oven-gas purification. We used a rigorous rate-based model to describe this reactive absorption 

and desorption process. To increase the accuracy of the model, we estimated several process 

parameters using a sequential parameter estimation approach. Data reconciliation was performed 

based on simple component balances to achieve model consistent data and identify measurement 

biases. The model was then validated online on a pilot plant by connecting the estimation 

package through the process control system. Based on the online measured data, operating cost 

minimization was performed and the computed optimal control variables realized in real-time. A 

satisfactory agreement between measured data and optimization was achieved. 

Keywords: online optimization, model-based parameter estimation, data reconciliation 

Nomenclature 

a  [m²/m³] specific interfacial area 

C  flow parameter 

c  regression coefficient 

f  objective function 

g  set of equality constraints 

h  set of inequality constraints 

k [m/s] mass transfer coefficient 

k [1/s] reaction velocity constant 

K  equilibrium constant 

M%  [kg/s] mass flow 

R  reflux rate 

T [K] temperature 

V%  [l/h] volume flow rate 

x  set of variables 

x [g/l] concentration 

c  regression coefficient 

e   set of parameters to be estimated 

u   standard deviation 

 

Introduction 

Model-based optimization has been widely used to 

exploit economical and environmental potentials of 

industrial processes. For model-based online 

optimization the accuracy of the process model as 

well as the quality of the measurement data is 

crucial for the result of the optimization. However 

in most cases there exist discrepancies between the 

model and the real plant and the measurements are 

contaminated with measurement errors.  

Most process models have parameters which have 

to be estimated from measurement data. To 

improve the accuracy of the model these 

parameters have to be estimated with measurement 

data taken directly from the plant. Therefore 

measurement data not only affects the quality of 

the optimization directly but also the quality of the 

estimated process model. However the 

measurement data used for model updating do 

contain measurement errors. Therefore data 

reconciliation has to be performed in order to 

identify and rectify measurement errors. 
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This work concerns with online optimization with 

economic objective and ecological restrictions for 

reactive coke-oven-gas purification. The ammonia 

hydrogen sulphide circulation scrubbing is a 

common process to perform this task. It selectively 

removes NH3, HCN and H2S while simultaneously 

suppresses the absorption of CO2 with a combined 

reactive absorption/desorption cycle process. 

Optimization of this coke-oven-gas purification 

process is motivated by the following two facts. 

First, rigorous treatment of the sour gas gains more 

and more attention due to the increasingly stringent 

environmental regulations. Second, reduction of 

operation costs and separation of the gas into by-

products increase the economic potential of this 

industrial process. 

Due to the reactive absorption and desorption, we 

use a rate-based model with enhancement factors 

to account for the enhanced mass transfer. The 

model consists of a large-scale highly nonlinear 

equation system with parameters to be estimated 

from measurement data. In spite of the rigorous 

description a model validation with measurement 

data from a pilot plant indicated deviations in the 

range of 20-30% [4]. 

To improve the model accuracy, we estimated 

several parameters based on measurement data 

taken from a pilot plant with a model-based 

parameter estimation technique. The large-scale 

model and the large number of data sets used lead 

to a difficult estimation problem. A new three- 

stage decomposition strategy was proposed to 

solve this problem [3]. The developed parameter 

estimation approach is able to handle large-scale 

systems with multiple sets of measurement data. 

Due to the reduction of the size of the problem it is 

possible to use standard optimization software to 

solve the problem. However the quality of the 

updated model strongly depends on the quality of 

the measurement data. 

Measurement data usually contain stochastic 

errors, systematic biases or gross errors due to 

measurement device failure. Data sets taken at a 

certain operation point are not model-consistent. 

Therefore measurement data have to be reconciled 

before used for model updating in order to improve 

the quality of the estimated model. The problem is 

that rigorous data reconciliation needs redundant 

data which are often not available. Therefore we 

performed data reconciliation based on simple 

component balances together with robust 

estimation techniques to identify gross errors and 

measurement biases. It can be seen that the quality 

of the updated model using reconciled 

measurement data is significantly better than using 

raw data. 

We applied an online optimization with data 

reconciliation and model updating to the pilot plant 

for reactive desorption. The objective of the 

optimization was to reduce the heat duty needed 

for the desorption while simultaneously satisfying 

process restrictions and purity demands. In this 

contribution, we present the implementation of the 

online optimization with model updating and data 

reconciliation and show the results of the online 

optimization of the pilot plant.  

The Process Model 

Due to the chemical reaction in the liquid phase 

and the resulting enhancement in the absorption 

rate, absorption/desorption processes can not 

accurately be described with equilibrium models. 

Although more complex models are not 

automatically more accurate, in many cases short 

cut models are not adequate to reproduce the 

observed process. It has to be taken into account 

that a trade-off between model accuracy and 

computational complexity has to be made in 

selecting a model for simulation and optimization. 

This is especially important for online applications 

where it is required to solve the problem in real-

time and biased results lead to wrong set points 

which makes frequent re-optimization runs 

necessary. 

In this work the model proposed by Thielert [8] is 

used, because it has an adequate high accuracy and 

meanwhile an acceptable complexity. The model is 

a rigorous rate-based tray-by-tray model for the 

mass- and heat-transfer where the enhanced mass 

transfer due to the chemical reactions is accounted 

for by use of enhancement factors according to 

Hoogendorn et al. [5]. To describe the reactive 

system of weak and strong electrolytes in the liquid 

phase the following reactions are taken into 

account: 
 

Primary reactions 
 

 -/ -́›« HOHOH 1K
2    (1) 

 /- -́́›«- OHNHOHNH 4
K

23
2   (2) 

 /- -́́›«- 3
K

22 HCOHOHCO 3   (3) 

 /- -́́›« HSHSH 4K
2    (4) 

 /- -́́›« CNHHCN 5K    (5) 

 /- -́́›« OHNaNaOH 6K   (6) 
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Secondary reactions 
 

 ?-/ -́́›« 3
K

3 COHHCO 7    (7) 

 ?-/ -́́›« SHHS 8K
   (8) 

 OHCOONHHCONH 22
K

33
9 -́́›«- //  (9) 

 

All reactions except for those including CO2 and 

its products ((3), (7) and (9)) are considered as 

instantaneous reactions, since NH3, HCN and H2S 

are absorbed much more rapidly than CO2. 

To describe the chemical equilibrium relations 

containing the 15 species in the system, 15 

equations are formulated: 
 

9 reaction rate equations 
 

5 component balances for the molecules included 

(NH3, CO2, H2S, HCN and NaOH)  
 

1 electron-neutrality relation 
 

The mass transfer is described by a mass transfer 

coefficient k and the interfacial area ダ. The 

correlations of the mass transfer coefficients and 

the interfacial area are taken from Billet and 

Schulte’s [2] correlations. 

Balance equations are used to describe the 

behavior of each stage in both the absorption and 

the desorption column including: 
 

‚ Stage component balances 

‚ Vapor phase component balances 

‚ Vapor-liquid equilibrium 

‚ Liquid phase component balances 

‚ Liquid-liquid equilibrium 

‚ Summation equation for the vapor components 

‚ Summation equation for the liquid components 

‚ Heat transport equation 

‚ Equation for the interfacial temperature 

‚ Enthalpy balance 
 

The process model leads to a large-scale highly 

nonlinear equation system with 420 variables per 

ab-/desorption unit. 

Parameter Estimation 

In spite of the complexity of the model described 

above, there always exist mismatches between the 

model and real plant. A model validation through 

comparison of the simulation and experimental 

results shows a mismatch in the range of 20-30% 

for the industrial process [4]. Since model-based 

applications require a model that should be as 

accurately as possible, parameters in the model 

should be estimated to minimize the gap between 

the model and the real plant. To select the 

parameters to be estimated, we first analyzed their 

physical meaning and evaluated their impact on the 

process performance through simulation. 

Following parameters were selected for the 

parameter estimation: 
 

vapor flow parameter  

  V
1

V
adj CC ©S?              (10) 

liquid flow parameter   

  L
2

L
adj CC ©S?              (11) 

interfacial area   

  aa 3adj ©S?              (12) 

reaction velocity constant  

 
ÕÕ
Ö

Ô
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Å
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L
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4
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T
289513.635

adj,CO 10k             (13) 

reaction velocity constant  
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253011.130

adjCOO,NH 10k           (14) 

reaction velocity constant 
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Ö

Ô
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Å

Ã
/©S
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L

sB,
6

3

T
260013.635

adj,CO 10k             (15) 
 

To improve the model accuracy, these process 

parameters were adjusted based on measurement 

data taken from the pilot plant. This leads to a 

large-scale nonlinear optimization problem that is 

to be solved with model-based parameter 

estimation techniques. As measurement errors have 

to be considered for dependent as well as 

independent variables the parameter estimation 

problem consists of two tasks: the parameter 

estimation problem itself and a data reconciliation 

step to rectify errors in the independent variables 

measurements. As the individual data sets are 

coupled over the parameters the two steps can not 

be solved separately. The size of the problem 

increases linearly with the number of data sets. In 

this study, 16 data sets were used for estimating 6 

model parameters considering measurement errors 

for 15 independent variables for each data set. As a 

result, this problem includes more than 6500 

optimization variables. Although commercial 

optimization software exist, which can handle 

large-scale nonlinear problems, highly nonlinear 

systems as the observed process are not easy to 

solve and often lead to convergence problems. 

Often extensive mathematical manipulations of the 

equation system or/and the optimization algorithm 
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are necessary to solve such a problem 

simultaneously. 

We developed a new three-stage decomposition 

approach for parameter estimation [3] and applied 

this approach to solve this problem. The proposed 

approach uses a nested three-stage computation 

framework to decompose the problem (Figure 1).  
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Figure 1: Three stage parameter estimation strategy 

The upper stage is an NLP with only the 

parameters to be estimated as optimization 

variables. The middle stage consists of multiple 

sub-NLPs in which the independent variables of 

each individual data set are treated as optimization 

variables. In the lower stage the dependent 

variables are evaluated through a simulation step 

subject to the parameters and the independent 

variables. By making use of the optimality 

condition in the middle stage, only the gradients of 

the dependent variables to the parameters are 

required in the upper stage. The developed 

parameter estimation approach is able to handle 

large-scale systems with multiple sets of 

measurement data. Due to the reduction of the size 

of the optimization problem it is possible to use 

standard optimization software. The results after 

parameter estimation show a significant reduction 

of the errors between the model and the real plant. 

[4]. 

Data Reconciliation 

The quality of the measurement data is crucial for 

the quality of the adjusted process model as well as 

for the quality of a model-based optimization itself. 

Usually measurement data contain stochastic 

errors, systematic biases or gross errors due to 

measurement device failure. The problem is that 

rigorous data reconciliation needs redundant data 

which are often not available. As no measurements 

for density data exist for the pilot plant (see next 

section), we perform data reconciliation based on 

simple component balances around the process 

considered (see the flow-sheet shown in Figure 2). 
 

Balance region

V1,x1

V2,x2

V3,x3

V4,x4

V5,x5

.

.

.

.

.

 

Figure 2: Simplified flowsheet to perform linear data 

reconciliation 

For the pilot plant setup, the stream of 

uncondensed vapor (stream 5) can not be 

measured. As the experiment runs which were to 

be selected for parameter estimation were 

performed without reflux and therefore do not 

show high concentrations for NH3, CO2 and H2S, 

the assumption that total condensation occurs can 

be made. As the solution contains sour as well as 

alkaline components, they dissociate completely in 

water and therefore the solubility is increased 

significantly. Therefore the assumption 0V5 ?%  is 

justified. Thus the component balances used for 

linear data reconciliation for desorption experiment 

runs are: 
 

0

0

0

2

222

2

222

3

333

3344112

3344112

3344113

??//

??//

??//

SH
SHSHSH

CO
COCOCO

NH
NHNHNH

rxVxVxVSH

rxVxVxVCO

rxVxVxVNH

%%%

%%%

%%%

 :

 :

 :

          (16) 

 

The relative error for 16 observed data sets for the 

desorption experiment runs was in the range of 10-

15%. 

Generally the measurement errors do not exactly 

follow Gaussian distribution. Therefore, estimation 

of variables using least square objective function 

will give biased results. At the same time, due to 

the frequent presence of gross errors in the 

measurements, the reconciliation results are 

heavily contaminated. To overcome this obstacle, 

robust estimators could be used. A robust estimator 

is expected to be insensitive to large outliers, and 
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would have little effects on the reconciliation 

results when the error distribution is different from 

the assumed distribution. 

Many robust estimators are available in the 

literature. In this study a robust estimator 

developed by Kong [6] was used. The estimator 

function is: 
 

"

0x ?
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?

)(s.t.

min

1

2

f

x

x
n

i i

i

c " " """""(17)"

where"
i

irim
i

xx
x

u
,, /?  and c was set to 0.2. 

Standard deviations iu  have been set to 5% of the 

measured value for concentration measurements 

and 7% for flow measurements. The reconciled 

measurement data was consistent with the 

component balances but showed deviations to the 

measured values up to 60%. Therefore 

measurement biases have to be considered. To 

identify these biases all 16 data sets were evaluated 

simultaneously. Suppose that system biases exist in 

the measurements of all measured variables, the 

conservation law of the process can then be 

described as f(x-bias,u)=0. Here the robust 

estimator described with the Fair Function by 

Albuquerque and Biegler [1] was used. Given the 

vector of measurements 
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The following optimization problem was solved: 
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An analysis of all 16 data sets showed that, before 

bias estimation, 16 relative residues indicate a 

deviation of >20%, and, after bias estimation, only 

10. But 5 relative residues are deteriorated (4 for 

NH3 and 1 for H2S). Since the corresponding data 

sets showed no great deviation before bias 

estimation, they were excluded from the estimation 

problem. Performing bias estimation with the 12 

remaining data sets, only 6 relative residues 

showed a deviation of more than 20% in contrast 

to 16 before bias estimation. The effectiveness of 

the bias estimation can be analyzed using the 

following criteria: 
 

Apparent Number of Avoided Large Residues 

(ANALR) 

Average of Residues After Estimating Biases 

(ARAEB) 

Average of Residues Before Estimating Biases 

(ARBEB) 

Improvement in Average of Residues (IAR): 

(ARBEB - ARAEB) / ARBEB 
 

The analysis of these criteria is shown in Table 1. 

It shows a significant improvement for the 

deviations up to 65%. 
 

Number of data sets 12 

ANALR 10 

ARAEB 0.115526 

ARBEB 0.339132 NH3 

IAR (%) 65.93 

ARAEB 0.155545 

ARBEB 0.221069 CO2 

IAR 29.64 

ARAEB 0.066982 

ARBEB 0.114219 H2S 

IAR 41.36 

Table 1: Analysis of relative residues 

The Pilot Plant 

We use experimental data from a pilot plant 

established for both absorption and desorption 

studies on the industrial coke-oven-gas 

purification. The column is made of stainless steel 

with a diameter of 100mm and a height of 3m. It is 

packed with a structured packing of Sulzer 

Mellapak 350Y. Several measuring points along 

the column for temperature, pressure and 

concentrations are available. The plant is 

completely automated and all measurements and 

control variables can be collected and adjusted 

using the process control system Freelance 2000®. 

During operation several measurements for 

temperature, pressure, pressure drop and volume 

flow are available. Samples of the liquid phase can 

be collected automatically at four different column 

heights. However, the analysis of these samples to 

obtain measurement values for the liquid 

concentrations has do be done with chemical 

analysis and is therefore not available online. 
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Online Experiments 

In order to perform online experiments including 

online model validation and online optimization, 

the simulation model and the optimization program 

were connected with the process control system to 

enable the exchange of measurement data and 

control variables between the process control 

system and the optimization program. Therefore a 

VBA (Visual Basic for Applications) interface was 

developed which organizes the data transfer 

together with the DDE Server (Figure 3). The DDE 

(Dynamik Data Exchange) is a standard process 

communication protocol for Windows® that allows 

the cyclic exchange of data with Windows® 

programs. 

ExcelOptimization of
control variables

D
D
E

Z

measurement
data

measurement
data

Z
Z

measurement
data

Data
storage

measurement
data

Freelance
2000

 
Figure 3: Schematic data interface 

 

The described parameter estimation with data 

reconciliation was performed based on 

measurement data from various experiments from 

the past including absorption experiments. For the 

recorded data sets a significant improvement in 

model accuracy has been achieved. To use the 

estimated model in an online optimization 

structure, it has to be able to reproduce the actual 

state of the process and be able to predict the 

process behavior given certain control variables 

without further adjustment. Therefore we 

performed online model validation on the pilot 

plant, and simultaneously took the values of the 

input variables for simulation directly from the 

plant. In addition, set-point optimization was also 

carried out based on the measured data. The 

computed control variables were passed through 

the process control system to the plant. At the same 

time the measurements taken at the new steady-

state point were compared with the prediction from 

the optimization result. 

Set-point Optimization 

The desorption operation with the pilot plant was 

considered. It was made according to the 

specifications of the deacidifier unit in the real 

scrubbing plant where the enriched water from the 

H2S washing unit is freed from sour components. 

In addition the ammonia-rich water is siphoned off 

the unit to enhance H2S absorption in the H2S 

washing unit. To adjust the needed ammonia 

concentration, ammonia enriched steam is used for 

desorption. In addition the deacidifier was run in 

reflux mode. At the same time purity specifications 

at the bottom have to be satisfied. The feed 

specifications are given in Table.2. 
 

 

c 

NH3 

[g/l]

c 

CO2 

[g/l]

c 

H2S 

[g/l] 

c 

NaOH 

[g/l] 
V%  

T 

[°C]

vapor 

feed 
4,5 0 0 0 

15 

kg/h
- 

liquid 

feed 
10 7,2 2 2 

118 

l/h 
80 

Table2: Feed specifications used in online experiments 
 

A steady-state operating point was first established 

and the measurement data were collected online 

using the interface described. The first steady-state 

set-point is shown in Table 3. Based on the 

measured data an optimization computation was 

made. The objective was to minimize the heat duty 

needed for the desorption operation. Three 

optimization variables were chosen: 
 

6 Heat duty steamM%  

6 Liquid feed temperature feed
liqT  

6 Reflux ratio R  
 

According to the real process operation, following 

restrictions were included: 
 

6NH3 concentration at h=856mm œ 20 g/l    

6H2S concentration at bottom ø 0.5 g/l 
 

Thus the following optimization problem had to be 

solved: 
 

 

00.5ch

020ch

s.t.

Mf min

bottom
SH2

856
NH1

steam
RT,,M

2

3

‡-?

‡/?

? %
%

          (18) 

 

A sequential optimization approach was used to 

solve this optimization problem, where only the 

objective function and the inequality constraints 

are handled by the optimization algorithm (a 

standard SQP routine from the IMSL FORTRAN 

library). The state variables are calculated in a 
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simulation layer which provides the objective 

function and the gradient information.  
 

 
feed
liqT † R† steamM

‚
†‡ 

First set 

point 
80 °C 0 15 kg/h 

Table3: Control variables used for first stationary set 

point 

Results 

At first, the quality of the fitted model was checked 

with the data sets used for offline parameter 

estimation. Figure 4 shows the liquid concentration 

profiles for one data set used in parameter 

estimation for NH3, CO2 and H2S. It can be seen 

that the quality of the model was significantly 

improved with the estimated parameters (solid 

lines). Considering all 16 data sets the mean model 

deviations could be reduced from 30.70% to 

14.77% in the desorption case and from 28.09% to 

15.36% in the absorption case.  
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Figure 4: Liquid concentration profiles for one data set 

with and without parameter estimation 

To validate the model online, an online 

optimization experiment described in the previous 

section was carried out. At the steady-state shown 

in Table 3, the measured values for the liquid 

concentrations are compared with the result from 

the simulation based on the measurement values in 

Figure 5. It can be seen that a good consistency 

between measured and simulated data can be 

received. Only for the H2S concentrations a 

deviation of more than 20% can be observed. This 

may be caused by measurement inaccuracies for 

small concentrations or model deficiencies which 

                                                      
† manipulated variable 
‡ objective value 

have been observed for H2S mass transfer 

prediction. This problem was noticed and a bypass 

model has been developed to account for 

maldistribution effects inside the column [7]. 

Neglecting the H2S concentrations the mean model 

deviations are 10.4%. 
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Figure 5: Liquid concentration profiles at first stationary 

point 

After the first steady-state had been established, 

the measurement data from the plant were used to 

perform the online optimization. The evaluated 

values for the optimization variables are given in 

Table 4. According to the optimized results, the 

liquid feed temperature should be increased to its 

upper bound to increase the mass transfer and to 

reduce condensation in the upper part of the 

column. This helps meeting the process restriction 

at the bottom of the column. The heat duty was 

reduced to minimize the operation cost without 

violating the process restrictions for the 

concentration of NH3 at h=856mm. In contrast, the 

reflux ratio was increased in order to increase the 

concentration of NH3 without violating the purity 

specification at the bottom.  
 

 
feed
liqT † R† steamM

‚
†‡ 

First set 

point 
96°C 3,8 10,32 kg/h 

Table 4: Control variables after process optimization 
 

The computed new control values were passed 

through the process control system to the plant. 

Thus the new steady-state was established. The 

liquid concentration measurements are compared 

with the results from the optimization in Figure 6. 

It can be seen that a good consistency between the 

measured values and the optimization exists. 

Especially the process restrictions were met quite 

well with 3.7% deviation for the restriction on NH3 
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at h=856mm and 6.8% deviation for the restriction 

on H2S at the bottom.  
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Figure 6: Liquid concentration profiles after 

optimization 

Conclusions 

A rigorous rate-based process model was used to 

describe the mass transfer for the ammonia 

hydrogen sulfide circulation scrubbing process. 

Several model parameters were selected and 

adjusted with a three-stage sequential parameter 

estimation routine based on 16 measurement data 

sets. The parameter estimation approach is able to 

handle large-scale nonlinear process models with 

an arbitrary number of data sets. Due to the 

reduction of the degree of freedom standard 

optimization software can be used. Data 

reconciliation based on simple component balances 

was performed to obtain model consistent 

measurement data and to identify measurement 

biases. With the parameter estimation based on the 

reconciled data, the average model deviations 

could be reduced significantly. For online model 

validation the process control system was 

connected with the simulation program via a user 

friendly interface to exchange measurement data 

and control variables. To test the online 

applicability of the model, process optimization 

was carried out with a sequential optimization 

approach based on measurement data taken online 

from the plant. The objective was to reduce 

operation cost by minimizing the reboiler heat 

duty. Process restrictions were included according 

to the real scrubbing process. The results show that 

a good agreement between the measured values 

and the results of the optimization can be achieved 

and that the process model can be used to build a 

complete online optimization structure for the 

ammonia hydrogen sulfide circulation scrubbing 

process. 
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ABSTRACT 

In this paper we present a combination of the usage of a model for the whole mill on-line 
simulation and more advanced models for specific process sections for control systems and online 
diagnostics. Different solution methods are described together with where the different 
approaches are best suited. 
 
BACKGROUND 
The trend today is to optimize the whole 
mill not only towards production and 
quality, but also towards for example 
minimization of energy and chemical 
consumption, and effluents. Most of the 
models are first principles process model, 
which is physical models. These are used to 
simulate the process as part of the 
optimization. With a good process model it 
is possible to implement a more advanced 
control system like model predicted control 
(MPC) and 2D or 3D dynamic online 
models for diagnostic purpose. E.g. hang 
ups and channeling are of interest to identify 
in a continuous digester. 

For the on-line simulation of the whole mill 
ABB has developed a Pulp and Paper On-
line Production Optimizer and this optimizer 
works like an “overall mill management 
system” giving set points to each process 
section. The models will be on the same 
software platform as the more advanced 
models, for example the digester model 
presented in this paper. 

PROCESS OPTIMIZATION AND 
CONTROL 
In this paper we will focus on the use of 
adaptive physical models for both on-line 
control and production planning the next 24 
hours. In reality the boarders between 
statistical models and physical models may 
not be that clear. If we introduce a number 
of parameters into a physical model and 
these have to be tuned by plant data, it is in 

reality a combined physical and statistical 
model. The advantage is that we get the 
robustness of the physical model, but can 
make use of the statistics really relating to 
the actual process. 

On the overall mill level we want to 
optimize and control the chemical balance in 
a complex pulp mill. The first application is 
the control of Sulfur in an integrated Kraft 
and NSSC (Neutral Sulfite) pulp mill. It is 
important to adjust the dosage of sulfur to 
adjust the sulfidity, so that there is enough 
but not too much, and to keep the balance 
between different parts of the plant. This has 
been done by simplified physical models 
that have been combined to form a model. 
This model is then used to make a 
production plan for keeping the sulfur 
balance at it’s optimum. Implementation is 
being done right now at a mill in Sweden ( 
Billerud at Grums). 

The next level of optimization is to look 
inside each process section, in our case a 
continuous digester. For digester operations 
we have been working with physical 
modeling of the digester in both 1-D and  2-
D.  

The physical model of the digester is built 
on the same principle as the so called Purdue 
model ( Wisnewski et al.1997). The model 
contains two volumes, the volume occupied 
by the chips with the entrapped liquor, and 
the volume occupied by the free liquor. The 
model also contains similar chemical 
reaction and energy balances as the Purdue 
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model. What is new with our model is that 
we also taking into consideration the 
pressure drop inside the digester due to the 
channels between the wood chips. When 
there are mostly large chips, the channels 
between the chips are large, with low 
pressure drop for fluid flowing between. 
When there are a major amount of fine pins 
etc, the channels between the chips will 
decrease, and the pressure drop increase. 
This is what happens in reality if we have 
different chip size distribution or different 
packing in the digester. One reason for this 
may be that the chip size distribution is 
inhomogeneous or the chip screw in the 
stack may not feed in a constant way. When 
we have a lot of flakes these may adhere to 
the screens and cause hang ups. Aside of 
causing an increased pressure drop in the 
screens, also the chips will get different 
residence times and contact with liquors of 
different concentration of both chemicals 
and dissolved organics. This may cause a 
significant variation in the kappa number of 
the final fibers. The kappa number is a direct 
measure of the remaining lignin at the fiber 
surface. By identifying pressure drops, 
residual concentration of chemicals in the 
liquors, temperatures and flows and compare 
actual results to those predicted by the 
model, we can tune the model to match 
reality. This is under the assumption that we 
first have achieved a good process 
performance of the actual digester. The 
model can then be used both to optimize the 
performance by adjusting e.g. temperature 
and chemicals dosage, as well as back 
flushing screens to avoid hang ups before 
the problems become severe. There is also a 
potential for finding channeling to have a 
chance to go in and adjust, although this 
demands regularly measurements as well. 

The modeling can be used in several 
different ways. The first approach was to 
principally use a sequential approach, where 
the fibers and water is supposed to flow 
from the top to the bottom, with chemical 

reactions taken place in each volume 
element each time step of calculation. The 
pressure flow calculations then are 
calculated as well for each time step for a 
identified pressure flow network, with given 
boundary conditions. There is then iteration 
between the pressure flow calculation for the 
whole network and what is happening in 
each volume element at each time step. The 
advantage with this approach is that we 
always get stable solutions, and the 
calculation time is more or less the same 
each time step, independent of dynamic 
changes. The draw back is that the accuracy 
may be a bit less good than if the other 
approach is used, that is using a 
simultaneous solver. 

In this approach with a simultaneous 
solution of both chemical reaction 
calculations and pressure flow network 
calculations, we principally get a better 
solution, and normally the time step is 
depending on if a step change in the process 
is taking place or not. When there is a fast 
event taking place, the time step becomes 
very short, to get accurate solutions. The 
good thing with this is obvious, but the draw 
back is that you have no idea in advance 
how long the calculation will take. When 
running a simulation in parallel with a real 
process this may give big problems, as the 
calculation time can be many times longer 
than “normal”, and the real process “passes” 
the simulator!  

 
DIFFERENT MODELING 
APPROACHES  

We have tested a number of different 
approaches for the simulation of the 
digester. They are presented shortly in the 
following: 

1. Sequential solver using Fortran code, 
with an iteration between pressure-flow 
calculations and chemical reactions- 
tank level calculations. 1-D. 
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Figure 1. Use of a sequential solver  

First the calculations of pressure is 
performed by looking at pressure lift by 
pumps, levels and pressure head in tanks, 
pressure drops in valves and entrainments. 
This gives the actual flows in each single 
pressure point, as we know the 
characteristics of the pumps, valves, valves 
openings etc. 

In the second step the flow rates are used to 
calculate flows into a volume element and 
out of it, giving new levels in the 
tanks/vessels.  

In the third step we use the actual 
temperatures and concentrations in each 
volume element to calculate chemical 
reactions, diffusion, transfer between phases 
etc. These are then used to calculate the new 
concentrations of all the flows in and out, as 
well as the new concentrations in the 
different phases in each volume element. In 
the figure to the right we have real or 

“faked” valve between all the arrows, giving 
the pressure at all points separating the 
arrows. Real valve data are used for the 
dimensions, but tuning has to be done to 
give correlations between the actual flows as 
a function of chip size distribution, viscosity 
of the mixtures, temperature etc. 

This approach is well suited for operator 
training of a system, and to be combined 
with a DCS system, with full controls. 

A variant of this approach was used by 
Bhartia and Doyle ( 2004) to model 
plugging in the digester, and laso other types 
of engineering use is common, to study 
specific design or operational problems.  

2. Simultaneous solver but without pressure 
flow calculations. The flows are assumed 
controlled by the real DCS system. 1-D 
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Figure 2.  Use of a simultaneous solver but with fixed flow directions

In this case we assume all flows being 
controlled by the DCS system, and the 
direction of the flows are always fixed- up 
or down. This makes it easier to calculate 
the concentrations, as we know what 
concentration is going what direction. If you 
have alternating flow directions as the 
pressure drop is changing in a section, it 
takes more calculation power to find a 
stable solution with both correct 
concentrations and correct flows, otherwise. 
In this approach with simultaneous 
concentration and flow calculations we get 
more correct concentrations, specially 
during transients, but more unpredictable 
calculation times. The advantage with not 
including pressure flow calculations is that 
it is easier to use this model for MPC- 
calculations, where you want to find an 
optimal setting of the different variables like 

temperature, concentrations and flows, than 
if you included also pressure flow 
calculations. 

3. 2-D calculations with a simultaneous 
solver for both pressure flow calculations 
and chemical reactions  

In this approach with 2-D we have a “fake 
valve” between each volume element, 
giving a complex net inside the digester, but 
also including real valves in and out of the 
digester. With this approach we calculate 
the flow between the volume elements, and 
can simulate hang ups, channeling, different 
packing etc. The model is used together 
with measurements of real flows, chip size 
distributions, chemical additions, 
concentrations in black liquor in extractions, 
temperatures, final kappa number of the 
chips etc. 
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Figure 3. Use of a 2-D model with a full pressure-flow network

This model can easily be extended to 3-D, 
although the computation time goes up 
significantly with 3-D compared to 2-D. 

This gives the opportunity to use the model 
for different type of diagnostics as well as 
for testing of different design and 
operational options. 

The digester model will also be used for 
sensor validation for the measuring 
apparatus around the digester. If the 
calculated value will start to differ to much 
from the measured value, that will indicate 
in an early stage that there are some 
problems with that measure point. An early 
indication that there are some problems will 
save production, quality and money.  This 
type of sensor validation is important as a 
pre-step to the actual optimization. 

The advanced physical model can among 
others be used to control the process in a 
MPC (model predicted controller). MPC is a 
multivariable model predictive control 

technology. The main advantage with MPC 
is its ability to handle multivariable 
processes with strong interaction between 
process variables and with constraints 
involving both process and state variables. 
The potential of this control method is 
dependent on the quality of the process 
model and of the measured variables. With a 
good mass balance simulation of the whole 
mill the MPC is less dependent of the 
measured variables. All three models 
described above can be used, although the 
number two model is the one we have been 
testing as the first choice. As the MPC is 
giving set points to the different control 
loops, the pressure flow net calculations are 
normally of less interest. 

So far we have tested this in a simulation 
environment with good results. Next step is 
to make real application tests in a mill. 
 
When it comes to production planning an 
scheduling, including “tank-farming”, we 
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have to model not only the digester, but also 
all other equipment surrounding this. There 
are several approaches for the modeling 
here. We can use the approach with models 
for tanks and some other features directly in 
the formulation of the Objective function 
and the constraints, and solve the dynamic 
optimization problem directly. Another 
alternative is to use a dynamic simulation 
model, and use this to calculate the result for 
the whole time horizon using a “branch and 
bound” type of solver. Then communication 
is intense between the optimizer and the 
simulator, but on the other hand we know 
we get a feasible solution. A third approach 
is to use the optimization using the first 
alternative, and then test this solution 
towards the more detailed simulator, to 
avoid running into possible problems 
implementing the optimal schedule. 
 
All these approaches has been implemented, 
but for different applications. In the EU 
DOTS project ( Bell et al ,2004 and Dhak et 
al 2004), we tested all these approaches, but 
for paper mill applications. At Gruvon pulp 
mill, the approach was the first alternative. 
Here the problem was very large and 
complex, where a large number of tanks and 
processes had to be included. To avoid 
problems with unreliable sensor 
measurements the signals were filtered 
through a “moving window” approach, 
which turned out to be quite successful. This 
was done by ABB ( Persson et al 2003). 
 
RESULTS 
 
The first approach gives dynamics for the 
complete mill, and interactions between all 
equipments. It is very useful as a training 
simulator and teaches you how the DCS 
functions like interlockings, PID controls etc 
respond. An example of a response to a 
change in a flow rate is shown in the figure 
below. Here we get the process values 
directly at a process display, just like in the 
real plant. Trends can be shown of variables, 
PID control response etc. 
 

 
Figure 4. A process display from a training 
simulator, where a DCS system is 
interacting with a dynamic process simulator 
on-line. 
 
The second approach with a simultaneous 
solver for all digester equations is suitable to 
use for MPC (Model Predictive control) 
control. An example of how the optimized 
values for all important control variables 
looks like compared to the “normal recipe” 
is shown in the table 1 below. The third 
approach with a 2-D model is best to use 
for diagnostics purpose as to determine 
channeling in the digester, or hang ups. 
Channeling will mean that liquid is not 
getting into the chips, but passing in 
cahnnels between the chips. This means that 
we will get less reaction between chemicals 
and lignin, resulting in less dissolved lignin 
(DL) in the extraction liquor, as well as 
more residual alkali (NaOH), as not all got 
the chance to react. An example of how this 
can look is seen in the simulation in figure 5. 
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Table 1 Optimized values using an MPC 
compared to what values should have been 
used with the normal practice recipe. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In figure 6 below we can see what this 
means for the temperature profile from the 
top to the bottom of the reactor. The dark 
(blue) line is how the set-points would aim 
at if we were operating according to the 
normal strategy for this type of wood. The 
brighter (red) line shows how the MPC 
proposes to operate, to get lower energy and 
chemical consumption, but with the same 
kappa number ( remaining surface lignin) 
out of the reactor. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6. Temperature profile in the 
digester from top to bottom according to 

“normal operation” (dark blue) respectively 
as proposed by the MPC ( brighter red) 
 
CONCLUSIONS 
In the presentation we have discussed 
different means for modeling digesters to 
use for MPC and optimized scheduling. The 
first approach with a dynamic simulation 
model with iteration between pressure-flow 
net calculations and reactions in each 
volume element is suitable for dynamic 
simulation, were also control actions 
through the DCS system has to be 
encountered. This method is suitable for 
detection of different faults, testing of “what 
if scenarios” and can be used in optimization 
interactively with an optimization algorithm. 
The second approach without a pressure 
flow net work solver, but with a 
simultaneous solver for calculation of all 
reactions taking place inside the digester is 
well suited to use for MPC applications, 
where set points are to be given to the 
control loops. The third approach with more 
detailed models in 2-D ( or even 3-D) is best 
suitable for detection of hang ups, 
channeling and other type of faults in the 
process. In the future, when computer 
capacity is significantly higher, it should 
also be possible to use this instead of the 
two other types of models.  
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Figure 5 Simulated values for 
concentrations of NaOH (‰) respectively 
dissolved lignin ( % DL) in the extraction 
line liquor. Predicted values are from normal 
operations and measured values correspond 
to values when there is channeling. 
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Abstract 

The optimization problems for industrial processes have three characteristic properties which make 

them difficult to solve. Firstly, the decision variables often have to be integer, for example: the 

number of refiners running. Secondly, most of the measurements are stochastic. Ignoring the effect 

of variability, for instance in process times, would largely limit the practical use of the outcome of 

a simulation. Thirdly, the analysis of the problem can be computationally expensive, especially for 

more complicated models. Seeking help in designing complex industrial systems, we need a design 

optimization strategy that can deal with all three of these characteristics. In this paper we take 

steps to include stochastic elements to the simulation and optimization. 
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Nomenclature 
 

< F(t)> average (of white noise) 

f0  deterministic flow 

fout  outflow 

funit  production speed of one refiner 

P probability 

Xn random variable 

N(t) refiner schedule 

M sequence of random variables 

V(t) volume of the tank 

F(t) white noise 

µ discrete state space 

j standard deviation 

k t-t0 

 

Introduction 

The process to be optimized is the production of 

thermo-mechanical pulp (TMP). TMP is produced 

by steaming wood chips under pressure to break 

up the wood structures followed by mechanical 

refining to produce pulp. TMP plants use electri-

cally operated refiners; the demand for the energy 

is huge. Electricity consumption comprises a large 

amount of the variable production costs and offers 

an area of optimization and cost savings. 

The optimization case is actually a continuous 

decision support for running a plant of identical 

on/off processes under time-variant production 

costs, time-variant needs of the product and lim-

ited intermediate storage capacity. The objective 

function, required by the optimization, is evalu-

ated through running a dynamic simulation. The 

simulation model is based on the TMP pulp pro-

duction and flows, predictions of the TMP de-

mand and time variant electricity costs. The ob-

jective of the deterministic case is to minimize 

overall electricity costs while taking into account 

the limited tank volumes between TMP plants and 

paper machines. 
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As the simulation requires predictions about the 

future, we must decide how to deal with the un-

certainty. It is possible to proceed to optimize the 

TMP production assuming the predictions to be 

accurate. This assumption is well motivated if 

 

a) the probability distribution of predicted 

properties is narrow around mean 

b) the width of the distribution is similar for 

all TMP production scenarios 

 

When the assumptions are not well motivated the 

optimization must deal with other aspects of pre-

dictions than predicted mean. 

In this paper we discuss how the uncertainty en-

ters to the objective through e.g. risk premium. 

Then we present methods for handling uncertain-

ties in dynamic simulation and optimization. In-

stead of mean or fixed (guessed) values, the full 

probability distributions are used. Stochastic fac-

tors in the model are either white noise type of 

uncertainty caused by the process fluctuation, or 

the probability for the line break in the paper ma-

chine. Added stochasticity makes the simulation 

and optimization results more realistic. The opti-

mization tool actually supports the decision mak-

ing by giving not only the hard results but also the 

figures for evaluating the probability of the good 

decision. This leads to the fact that the process is 

optimized also psychologically, through improved 

user acceptance. 

 

Description of the case 

Paper consists of a mix of fibers, mineral fillers 

and chemicals. In particular, in printing paper 

mechanically disintegrated fibers are the main 

ingredient. Thermo-mechanical pulping is one of 

the two most common mechanical fiber disinte-

gration technologies. 

TMP is produced by disintegrating fibers through 

a mechanical action on wood chips in a high tem-

perature and pressure environment generated by 

steam addition. TMP plants consist of electrically 

operated refiners. TMP plant contains typically of 

3-8 parallel production units, each having in series 

a primary refiner for disintegrating the fibers and 

a secondary refiner to trim their properties for the 

end product. In what follows we shall consider the 

pair of primary and secondary refiners as a single 

production unit and call it a “refiner line”, or 

where obvious, simply a refiner. Furthermore, due 

to quality and cost reasons, it is sensible to oper-

ate a refiner only at full production capacity and 

therefore a refiner’s state can be referred to as a 

binary variable, or as either “on” or “off”. 

To ensure the quality properties of TMP, the pulp 

is screened and further improved with reject refin-

ers. We shall assume the operation of screening 

and reject refiners as constant but with capacity 

limitations. The production of refiner lines is col-

lected to one or several intermediate tanks, out of 

which they are distributed to one or several paper 

machines. 

The process requires a large amount of energy, 

2.0-3.5 MWh/ton pulp and a TMP plant produces 

between 500-1500 tons a day. Much of the energy 

is transferred into steam and is recovered for the 

drying area of the paper machines. Electricity 

consumption comprises a large amount of the 

variable production costs and offers an area of 

optimization and cost savings, since the electricity 

cost varies strongly during one day. 

The plants are designed to produce enough pulp 

while running below full capacity to allow for 

plate changing, process fluctuations, unscheduled 

maintenance and other operational constraints.  

This overcapacity opens up possibilities to opti-

mize electricity costs based on the margin pro-

vided by daily fluctuations of the free market 

electricity price. A TMP production schedule 

must meet the demands of the paper machines 

while not exceeding the storage capacity between 

the TMP plants and PMs. The storage capacity is 

large enough to allow electricity cost optimization 

of schedules.  

In order to minimize the operating costs, the TMP 

production schedule will be optimized around the 

market energy price and constraints of the mill. 

The model to predict TMP plant behaviour is ex-

tremely simple: the plant consists of maximum 5 

identical refiners each producing TMP at a known 

rate when on. The flow from each refiner goes to 

a storage tank from which a time variant demand 

of TMP is taken. The demand is predicted on the 

basis of production schedule. The prediction of 

electricity cost is available, and the time-invariant 

costs of refiner startup and shutdown are known. 

Figure 1 illustrates the model. 
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Figure 1. A simple model for TMP plant, to be used in 

refiner scheduling optimization. 

The main information of the example case is 

listed here: 

‚ Optimization target is to minimize the 

electricity cost 

‚ Variables which can be manipulated are 

startups / shut downs of the refiner lines 

o Changes are step changes 

‚ Optimization horizon is 48 hours 

o TMP demand (based on paper 

machine’s production schedule) 

for the optimization horizon is 

known 

o Electricity price for the optimiza-

tion horizon is known 

o Decision interval is 15 minutes 

‚ The number of running refiner lines can 

vary between 0 and 5 

‚ Maximum number of the changes during 

the simulation horizon is 5 

‚ Power of each refiner line is 11 MW 

‚ TMP production speed is 3.5 t/h/refiner 

‚ The volume of the intermediate tank is 

500 m3 
 
Stochastic elements of the case 

Essentially all production decision support sys-

tems neglect the stochasticity. This is the most 

limiting factor of their applicability. In this paper 

stochasticity is present in our simplified TMP 

production model in two ways: as a white noise 

type process fluctuation and as uncertainty caused 

by the random breaks of the paper machine. 

 

White noise type fluctuation 

The volume of the modelled intermediate tank is 

controlled by the incoming and outgoing flows. 

Incflow is defined by the refiner schedule and the 

production speed of the refiners. The outgoing 

flow is defined by the demand of the paper ma-

chine that is predicted on the basis of production 

schedule. The outflow fout is a sum of determinis-

tic part and white noise and can be expressed as 

 

* + * + * +0outf t f t F t .? -   (1) 

The properties of white noise are defined with 

following equations: 

 

* +
* + * + * +2

0F t

F t F t' t t '

½ Ï ?

½ Ï ? u f /
  (2) 

The volume of the intermediate tank as a function 

of time can be expressed with 

 

* + * +unit out

dV
N t f f t ,

dt
? © /   (3) 

where N(t) is the refiner schedule and funit is the 

production speed of one refiner. 

Starting from equation (3) and using equations (1) 

and (2), an equation for the probability distribu-

tion of the volume of the tank can be analytically 

derived. The equation is defined as 
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where j is the standard deviation and k is (t-t0). 

In order to illustrate the meaning of previous 

equations we can select an optimization scenario 

and have a look at the graphs. Figure 2 presents 

three time series needed by the optimization. In-

flow is defined by the refiner schedule, determi-

nistic part of the outflow is predefined and the 

expected value of the volume is calculated based 

on flows.   

5 identical 
refiner units; 
only off or on 

Finite storage
volume 

Time-variant 
consumption 
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Figure 2. An example of the optimization scenario. 

When stochasticity is added to the model, the 

value of the volume can no longer be predicted 

accurately. Figure 3 reveals the dramatic change 

in the shape of the probability distribution towards 

the end of the time horizon. 

 

Figure 3. Probability distribution of the volume. 

Adding stochasticity to the model increases the 

amount of information but also raises new ques-

tions: “How to deal with it?” 

Random breaks on the paper machine 

There are several reasons for the breaks on the 

paper machine and numerous ways to predict 

them. Yet, none of the predictions is above the 

others. In this paper we concentrate on the process 

where the TMP plant feeds one single grade paper 

machine. As the break occurs, there is no demand 

for the TMP. This kind of ongoing on / off situa-

tion can be defined with the Markov chain. 

Mathematically the definition goes as follows. 

Suppose that } ’ 0M Xn n
¢

? ?  is a sequence of 

correlated random variables, where each Xn comes 

from some set µ, called the state space. We as-

sume that states µ in can be labeled by the inte-

gers, i.e., µ is discrete. The process is a Markov 

chain if it satisfies the Markov condition 

* +
* +

1 1 1 0 0

1

P

P

n n n n

n n

X j | X i,X x , ...,X x

X j | X i .

- / /

-

? ? ? ? ?

? ?
 

(5) 

Fixing an initial distribution P(X0 = i) for X0 and 

the transition probability for Xn+1 given Xn,   

P(Xn+1 = j|Xn = i) determines a Markov chain. 

In this case a simple two-state Markov process is 

sufficient. Figure 4 illustrates the process. The 

process has to states, on (1) and off (0). The prob-

ability for break during next interval, if the ma-

chine is currently running is P1, and the probabil-

ity for recovering from break, if the web is cur-

rently broken is P2.  

 

Figure 4. A two-state Markov chain. 

Figures 5 and 6 show how the uncertainty affects 

the volume flown out. P1 is assumed to be 0.05 

and P2 0.5. The initial state is on, the paper ma-

chine is running. 

 

 

Figure 5. The evolvement of the probability distribution  

 1 0

P1 

P2 

1-P11-P2
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Figure 6. The average drifts away from the predicted 

Stochastic objective functions and 

constraints 

All production systems have an element of unpre-

dictability, or stochasticity. Therefore, we cannot 

predict the value of our objective as a result of a 

set of actions precisely, but it will have a prob-

ability distribution. As far as the variance of the 

distributions resulting from two set of actions is 

roughly the same, it is sufficient to compare the 

mean values of objective. However, rather often 

the variances will be different. This is illustrated 

in Figure 7 where the probability distributions of 

grade change time (objective to be minimized) are 

shown for two operational practices. One distribu-

tion has a lower mean (16 minutes) but nonvan-

ishing probability for over 20 minutes grade 

change time and the other has higher mean (18 

minutes) but is quite predictable below 20 min-

utes.  

 

Figure 7. Two grade change options with uncertainty in 

the outcome.  

Should the operator / engineer choose option 1 

with lower average grade change time but higher 

risk for high grade change time, or the one with 

higher average, but quite predictable grade change 

time? 

This decision is entirely subjective and expresses 

the decision maker’s (or organization’s) attitude 

towards risk. Quite often a systematic attitude 

towards risk can be expressed as a “cost of risk” 

or as a risk premium added to the objective. 

The objective of the example case is to minimize 

overall electricity costs while taking into account 

the limited tank volumes between TMP plants and 

paper machines. Stochasticity can be present in 

two ways, as presented in the previous chapter. In 

the both cases the stochasticity is in the con-

straints. 

In the deterministic case, the feasibility of a solu-

tion can easily be determined. In the TMP case 

the volume of the intermediate tank has upper and 

lower limits. If these constraints are violated, the 

solution is infeasible. However, this approach is 

not applicable, if the constraints are stochastic. In 

the stochastic case the solution has several differ-

ent constraint values varying around some mean 

value. If the mean constraint value is close to the 

constraint boundary, the constraint values will be 

both bigger and smaller than the constraint 

boundary. Therefore, the same solution can be 

considered infeasible or feasible. 

For stochastic systems, the end user must decide 

whether the constraints are absolute (the probabil-

ity of violation a constraint is zero) or soft (the 

probability of violation is less than user specified 

probability p > 0). Equipment and safety con-

straints in the early part of decision horizon must 

be absolute, but at a later part soft: this will leave 

time to react if the evolution of the system is un-

desirable. Constraints based on operational poli-

cies are soft for stochastic systems. 
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Conclusions 
 

Essentially all production decision support sys-

tems neglect the stochasticity. This is the most 

limiting factor of their applicability. We believe 

that decision support for stochastic systems with 

applications to production management is an in-

teresting and highly relevant field, but yet at a 

research phase. One reason for practical imple-

mentations not having attacked large problems is 

the rising of computational costs as the number of 

decision variables increases. 

In this paper we have taken steps to include sto-

chastic elements to the simulation and optimiza-

tion. The presented stochastic elements and the 

ways to deal with them are ingredients of meth-

odology needed in designing practical implemen-

tations. Future work includes further development 

of methods and more complex simulation studies. 
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Abstract 
 
The pyrolysis model presented in this paper consists in a coupling between a heat transfer model, 
a chemical model for the thermal decomposition of the pyrolysed material and a simplified mass 
transfer model for the resulting gaseous phase. In order to avoid the use of complicated partial 
differential equations systems for the description of the heat and mass transfer phenomenons a 
nodal method is employed. The chemistry being directly linked to the heat transfer the model 
allows very simple use of different types of chemical mechanisms suitable for various types of 
biomasses. A simplified approach for the mass transfer model is currently under construction thus 
only some preliminary results are presented. 
Keywords: biomass, pyrolysis, modelling 

 

Nomenclature 
 
Cp specific heat [J/kg/K] 
k reaction constants [s-1] 
K permeability [m2] 
m mass [kg] 
m°

tr mass flow [kg/m3/s] 
p pressure [Pa] 
S surface [m2] 
t time [s] 
T temperature [K] 
u velocity [m/s] 
Vc control volume [m3] 
x distance [m] 
 
Greek letters 
ts apparent density [kg/m3] 
g bed void fraction 
H heat flux [W] 
o fluid viscosity [kg/m/s] 
 
Subscripts 
C char 
g, G gaz 

s solid 
T tar 
W wood 
 

Introduction 
 
As a result of the present environmental context 
more and more attention is given to the biomass 
conversion technologies as green energy sources. 
This fact accents the need for accurate models that 
can predict thermal decomposition behaviour and 
that can assist the scale up of new types of 
installations. 
This work aims to investigate the opportunity of 
implementing a new type of model that can 
provide fast but accurate information regarding the 
thermal decomposition of biomass. The model 
combines a nodal numerical method, usually 
employed for heat transfer cases, with a chemical 
mechanism for the thermal decomposition and with 
a simplified mass transfer model. The result is an 
unsteady state model that can predict, depending 
on the material properties and the chosen chemical 
sub-model, the parameters of the pyrolysis process. 
The model also allows the study of the influence of 

*Corresponding author. Phone +33 (0) 2 51 85 82 74 
Fax: +33 (0) 2 51 85 82 99, E-mail: vijeurazvan@hotmail.com 

129

SIMS 45

Proceedings of SIMS 2004
Copenhagen, Denmark, September 23–24, 2004

www.scansims.org



different reactor geometries on the global process 
and, as a result, it offers the scale up possibility. 
 

Reactor  geometry 
 
As stated earlier, the model should be able to study 
the influence of the reactor geometry on the overall 
pyrolysis process. However, it is generally 
admitted that the geometry of the reactor can only 
significantly influence its heat transfer capabilities, 
such the surface to volume ratio for example. Since 
the non oxidative pyrolysis is a mainly 
endothermic process it is highly dependent on the 
temperature, thus dependent of the amount of heat 
introduced into the reactor through the walls. From 
this point of view the advantage lies with the 
geometries that provide a bigger heat exchanging 
surface for a constant volume. 
Regarding the numerical the symmetrical 
geometries are preferred since they are more 
representative for the actual industrial installations. 
 

The numer ical method 
 
The nodal method is widely used for the heat 
transfer modelling of non homogenous media in 
steady or unsteady state. It allows the construction 
of simple heat transfer models by linking 
interacting elements and is more adequate for this 
type of problems comparing to the finite volumes 
or finite elements methods. The principles of this 
numerical method are discussed in [1], [2] and [3]. 
For better understanding all the concepts of the 
nodal method will be exemplified on the reaction 
volume presented in figure 1. It is filled with 
spherical biomass particles with the same diameter 
forming a porous bed. If the bed is considered 
homogenous and isotropic an annular 
discretization like the one shown in figure 1 can be 
applied. The result is a two dimensional nodal grid. 
However, if the zone is not homogenous and 
isotropic, a more complex discretization pattern 
has to be employed, by inserting several separation 
planes passing through the axis of the cylinder. 
The nodal numerical method implies that the entire 
control volume is concentrate in a single point in 
the centre of the volume and the temperature is 
assumed uniform within a control volume.  
For the annular shaped volumes the resulting nodal 
grid is presented in figure 2. It represents a half 
axial cross section of the cylinder as it is 
discretized in figure 1. The distance between the 

nodes usually varies from a few millimeters to a 
few centimeters. The filled points correspond to 
the reaction volume wile the unfilled points 
represent the boundaries. The interactions between 
a boundary point and a reaction point are defined 
separately due to the particularity of various 
phenomenons in their vicinity. 
 

 
Figure 1: The reaction volume and the 

discretization 
 

Figure 2: The nodal grid 
 
The algorithm of the nodal method implies that the 
value of a certain parameter at the current time step 
is calculated using the available data from the 
previous time step. This explicit technique allows 
analytical solving of differential equations 
considering that certain parameters remain 
constant during the imposed time period. This 
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simplification eliminates the need of iterating or 
solving complex systems of equations and provides 
a fast calculation method with minimal precision 
loss. However, the method requires a low time step 
for some of the occurring phenomenons. An 
analysis of the time step is latter presented. 
 

The heat transfer  sub model 
 
The heat transfer modelling of the porous bed 
during pyrolysis is based on the previous work 
presented in [4]. A number of assumptions are 
made in order to simplify the model. First, 
depending of the heating configuration and the gas 
flow in the reactor, a choice has to be made 
regarding the temperature field of the solid and 
fluid phases. The thermal equilibrium between the 
two phases is best suitable if the cylinder in figure 
1 is heated only on the lateral side for example, 
with the gases escaping through the top side. 
However, if the same cylinder is also heated on the 
bottom side, the hot gas formed in the lower layers 
must pass through the colder superior layers. In 
this case the thermal equilibrium is no longer 
suitable and two temperature fields need to be 
employed for a better description of the heat 
transfer phenomenons. In this work, the latter case 
is retained. 
The heat transfer within the fluid can also be 
simplified by assuming that the fluid phase 
exchanges heat only by convection with the solid 
phase, thus neglecting its own conduction and 
radiation. The solid phase radiation and conduction 
can be quantified together in a parallel mechanism, 
following the heat transfer mechanism proposed by 
the authors in [4].  
The heat transfer equation applicable to the nodal 
model is given by [1] for a node i surrounded by j 
other nodes: 
 

ÂÂ H-H?
k

ki
j

ij
i

pii dt

dT
Cm  (1) 

 
The term Hij represents the flux exchange between 
the nodes i and j and is expressed by equation 2.  
 

)( jiijij TTG /©?H   (2) 

 
The Gij factor is the conductance between the two 
nodes and it is calculated in function of the 
material properties and in function of the reactor 

geometry. The Hki flux represents the source term 
for the node i and it is a function of the heat of 
reaction in table 1 and the kinetic constants of the 
chemical process. If two temperature profiles are to 
be taken into account, the equation (1) can be 
applied for each phase and the heat flux resulted 
form the convection between the two phases can be 
included as heat source terms. 
 

The chemical sub model 
 
One of the advantages of this method is its 
versatility in the use of various chemical 
mechanisms. The kinetic models are best suitable 
for the nodal method but combinations between 
such models and equilibrium models are possible. 
Different kinetic models are presented in [6], [7], 
[8] and [9]. The model presented by Mousques in 
[9] and shown in figure 3 is chosen to exemplify 
the use of kinetic mechanisms. 
 

GAS 

 
Figure 3: Chemical model 

 
The wood is decomposed by three simultaneous 
primary reactions producing a solid carbonaceous 
residue (the char), a pseudo species of condensable 
gases (the tar) and a pseudo species of non 
condensable gases (the gas). The secondary 
decomposition of the tar produces more gas and 
char. The reaction constants obey the Arrhenius 
formalism and the kinetic data is presented in table 
1. 
 

Reaction Ai (s
-1) Eai (J /mol) H i (J /kg) 

1 1.43 104 8.86 104 4.18 105

2 4.13 106 1.127 105 4.18 105

3 7.38 105 1.065 105 4.18 105

4 4.28 106 1.08 105 -4.2 104

5 105 1.08 105 -4.2 104

Table 1: Kinetic data for the chemical model [8] 
 
This chemical model supposes that all the reactions 
are first order decompositions. The parameters 

WOOD TAR 

CHAR 

k1 k4 

k2 

k5 

k3 
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used for the expressions of the kinetic laws are 
give by equations 3 and 4. 
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The two parameters represent the apparent 
densities of the solid or gaseous pseudo species. In 
the case of the solids, the density is relative to a 
control volume V,. while for the gases it is relative 
to the void volume available in the same control 
volume. 
The mass balance for the four pseudo species 
involved in the pyrolysis process is given by 
equations (4) to (7). 
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The heat of different reactions in table 1 provide 
means of calculation for the Hki terms in equation 
(1). 
The versatility of this approach lies in the fact that 
for a different material, characterized by different 
reaction mechanism, the equations (5) to (8) are 
easily replaceable with those resulted from the new 
mechanism. However, the mass balance for the 
fluid phase for each control volume must include 
the terms describing the flow of the gasses in the 
reactor. 
 

The mass transfer  sub model 
 
If the heat transfer and the chemistry are easily 
integrated with the nodal method concepts, the 
fluid flow component represents the difficulty of 
this method, mainly due to the transitory nature of 
the global process. 
The first approximation to be made is to consider 
all the gasses as ideal. This allows the evaluation 
of the pressure build up in each grid node during 

the imposed time step. The fluid velocities can be 
obtained knowing the pressures in each node and 
using Darcy’s law for porous media: 
 

x

pK
u

f
f

o
/?   (9) 

 
Patankar in [3] recommends defining a secondary 
grid. This new grid will have as nodes the 
interfaces between the adjacent cells and the 
velocities will be disposed as in figure 4. Since the 
pressure data is available in discrete positions, the 
equation (9) has to be slightly modified. Equation 
(10) represents a more suitable form of the Darcy 
law. 
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The term Fp represents the pressure difference 
between two neighbor nodes and Fx represents the 
distance between the nodes. 
 
 

Figure 4: The velocities grid 
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The mass transfer between two nodes can be 
evaluated using the calculated velocity and the 
common surface of the two nodes. 
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Besides the convective mass transfer, a diffusional 
mass transfer component can also be defined using 
a mass transfer coefficient. In this model however, 
there is no need to account for this kind of mass 
transfer. 
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Coupling of the occurr ing 
phenomenons and results 
 
As stated before, the method used to build the 
pyrolysis model links three sub models describing 
three different phenomenons. Some difficulties can 
arise in deciding the order in which the sub models 
are to be applied. The logical chain of events is:  
1. the heat transfer that determines the 

advancement of the chemical reactions; 
2. the chemical reactions caused by the 

transferred heat, causing a rise of the pressure 
in the affected nodes; 

3. the flow of the gas produced by the chemical 
reactions, causing a redistribution of the 
gaseous reactants and determining a new 
convective heat transfer component between 
the gas and the solid. 

The first step of the calculation chain can be one of 
the three, but their calculation order should be 
respected since it represents the causal chain of the 
process. 
Another major difficulty of this method is the 
effective use of the mass transfer sub model as it is 
presented in the previous section. The problem 
consists in the fact that the gas flow phenomenon 
has a very small time constant compared to the 
heat transfer and the chemistry time constants. This 
problem causes unacceptable simulation delays 
and for this reason the mass transfer mechanism 
should be implemented by separating the mass 
flow phenomenon of the rest of the processes. 
The following results are preliminary and they are 
calculated neglecting the occurrence of the gas 
flow in the reactor. While this situation is indeed 
far from the reality the presented results are only 
shown in order to illustrate  the capabilities of the 
nodal method. 
Figure 5 presents a type of result obtained for the 
temperature field within a reactor similar to the one 
in figure 1, heated on the side surface with 800K 
and on the bottom surface with 1000K. The main 
grid has 400 vertical nodes and 200 horizontal 
nodes, for a length of the cylinder of 40cm and a 
radius of 20cm. The simulation time is 1000 
seconds with a time step of 0.5 seconds. Figure 6 
presents the biomass apparent density field tW ( 
from equation 5) in the same reactor and in the 
same conditions. 
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Figure 5: Solid temperature field (t=1000s) 
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Figure 6: Wood apparent density field (t=1000s) 

 

Preliminary sensibility tests 
 
Even if the results obtained so far are not 
quantitatively accurate they allow a study of 
sensibility of the method to different parameters 
such as the grid discretisation or the time step. 
 
The time step sensibility 
 
The time step influence is very important, 
especially when solving analytically the equation 
(1). The most important differences appear on the 
reaction advancement front, visible in figure 6. The 
tests made in the same conditions and shown in 
figures 7 and 8 sustain this observation. 
Furthermore, it seems that larger the distance 
between the nodes produces an increased 
sensibility to the time step (results not shown 
here). 
Figure 7 represents three temperature profiles 
calculated for a time step between 0.1 and 1 
seconds, at 390mm from the top of the reactor. 

 

133

SIMS 45

Proceedings of SIMS 2004
Copenhagen, Denmark, September 23–24, 2004

www.scansims.org



This zone is the most sensible due to the fact that 
here the gradient of the apparent wood density is 
highest. The profiles in figure 8 at 200mm confirm 
the previous conclusion, this time the differences 
appearing on the vertical reaction front. 
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Figure 7: Solid temperature profiles at 390mm 
from the top (t=1000s) (400x200 nodes) 

 

0 0.05 0.1 0.15 0.2
350

400

450

500

550

600

650

700

750

800

Radius (m)

T
em

pe
ra

tu
re

 (
K

)

dt=1s
dt=0.5s
dt=0.1s

Figure 8: Solid temperature profiles at 200mm 
from the top (t=1000s) (400x200 nodes) 

 
The same effect can be observed for the chemical 
data. In this case however, the differences are 
bigger due to a high sensibility of the kinetic 
constants to the temperature variations. Figure 9 
presents the profiles for the wood apparent density 
on the reaction front at 390mm from the top of the 
reactor for the three considered time steps. In 
figure 10 at 380mm from the top, where the 
temperature is lower and the radial reaction front 
has not reached yet, the more noticeable 
differences are on the axial reaction front, close to 
the wall. 
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Figure 9: Wood apparent density profiles at 
390mm from the top (t=1000s) (400x200 nodes) 
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Figure 10: Wood apparent density profiles at 

380mm from the top (t=1000s) (400x200 nodes) 
 
The meshing sensibility  
 
The test for the grid spacing sensibility are made 
for the same conditions as previous tests, for a time 
step of 0.1s. The retained data is presented in 
figures 11, 12 and 13. 
Figures 11 and 12 compare the temperature 
profiles obtained for the first layers of the bed at 
20mm, 10mm, 8mm and 5mm grid spacing with 
the corresponding profiles at 20mm, 10mm, 8mm 
and 5mm from the bottom of the reactor, 
calculated with a 1mm grid spacing. The results 
show that for a discretisation of less than 10mm, 
the temperature profiles are acceptable. 
The chemical data seems to be more sensible at the 
grid spacing. As the detail in figure 13 shows, the 
wood apparent density profiles at 200mm from the 
top of the reactor has a pronounced sensibility zone 
on the vicinity of the axial reaction front, close to 
the wall. The resolutions obtained for 20mm, 
10mm and 5mm grid spacing are far from the 
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values obtained for a 1mm discretisation, thus, 
from a chemical point of view, a grid spacing 
above the 1mm limit is highly inaccurate and 
inacceptable. 
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Figure 11: Temperature profile comparison at 
10mm and 20mm from the bottom (t=1000s, 

dt=0.1s) 
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Figure 12: Temperature profile comparison at 8mm 

and 5mm from the bottom (t=1000s, dt=0.1s) 
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Figure 13: Chemical data for the discretization 

sensibility (t=1000s, dt=0.1s) 

Conclusion 
This work presents a nodal model of the pyrolysis 
process, as a link between a heat transfer model, a 
chemical model and a mass transfer model. The 
concepts of the method are shown and preliminary 
results are used to describe the sensibilities of the 
method to the spatial discretisation and to the 
imposed time step. 
As a perspective, the  mass transfer model can be 
implemented with the global model to allow the 
quantification of gas flow effects on the overall 
pyrolysis process. 
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Abstract 
 

The two-stage downdraft gasifier process is numerically analysed in this paper. The developed CFD model 
is divided into two parts, the oxidation and reduction zones, whereas the pyrolysis step is taken from 

literature. Chemical reactions are treated either by the “EDC” model (homogeneous reactions) and either by 

the Multiple Surface Reactions model (heterogeneous reactions). The solid phase is simulated by a 
Lagrangian particles tracking.  

Although validation remains not completed, the model is in relatively good agreement with the trends taken 

from the literature. 
 

Nomenclature 
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A: Surface area (m²) 

C: Concentration (kmol. m
-3

) 

C2: Inertial resistance factor (m
-1

) 
Cp: Heat capacity at constant pressure (J. kg

-1
. K

-1
) 

d: Diameter (m) 

D0,r: Molar diffusion coefficient (kmol. m
-3

) 

Ea: Activation energy (J. kmol
-1

) 
h: Heat transfer coefficient (W. m

-2
. K

-1
) 

h
0
: Standard state enthalpy (W. m

-1
. K

-1
) 

H: Heat of reaction (J. kg
-1

) 
I: Radiative intensity (W) 

k: Thermal conductivity (W. m
-2

. K
-1

) 

ks: Frequency factor (s
-1

) 

kc : Arrhenius kinetic rate 
km: Mass diffusion coefficient (kg.m

-2
.s

-1
) 

m: Mass (kg) 

M: Molar weight (kg. kmol
-1

) 
n: Index of refraction  

p: Relative pressure (Pa) 

R: Ideal gas constant (8 314 J. kmol
-1

) 
Ri,r: Homogeneous reaction rate (kg. m

-3
.s

-1
) 

Rj,r: Rate of particle surface species depletion per 

unit area (kg. m
-2

.s
-1

) 

rjR , : Rate of particle surface species depletion 

(kg. s
-1

) 

T: Temperature (K) 

Y: Mass fraction, 

total

i
i

m

m
Y ?  

 

Greek Letters 
 

g: Absorption coefficient (m
-1

) 

cp: Permeability (m
-
²). 

g: Porosity, 

total

void

real

apparent

V

V
?/?

t
t

g 1  

gm: Emissivity 

jr: Effectiveness factor 

n: Thermal diffusivity (m². s
-1

) 

p: Kinematic viscosity (m². s
-1

) 

t: Density (kg. m
-3

) 

uS: Scattering coefficient (m
-1

) 

u: Boltzman constant (5,67.10
-8

 W.m
-2

.K
-4

) 

hT: Thiele modulus 

{: Stream function 
 

Subscript 
 

eff: effective 

g: gas 
p: particle 

r: reaction 

s: solid 
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1 Introduction  

With the increasing concern for the environmental 

problems linked to the power production systems, 

the use of biomass as an alternative power source 

to the fossil fuels has become more attractive for 
the investors. In the perspectives of the Kyoto 

agreements, the reduction of CO2 emissions gives 

to the energy production from biomass a 
considerable advantage. 

Furthermore, if so far furnaces were the preferred 

way of energy production, the gasification with gas 
engine-generator technology is beginning to attract 

the interest not only of the scientific community, 

but also the attention of the industry due to its 

efficiency, its environment respect and the 
opportunity of producing both thermal and 

electrical energy [1].  

Biomass gasification is a thermal conversion 
technology where a solid fuel is converted into a 

fuel gas. A partial combustion by a limited supply 

of oxidant, usually air, releases the heat necessary 

to the endothermic reactions of pyrolysis and 
reduction. The low LHV product gas is mainly 

composed by carbon monoxide, carbon dioxide, 

hydrogen, methane, water, nitrogen and various 
contaminants, such as small char particles, ash and 

tars.  

Biomass is a particular kind of fuel. It is indeed 
often considered as a waste and its price is fixed by 

the collecting expenses. That is why small-scale 

installations are well adapted to this market. They 

allow valorising wastes directly on their production 
location. 

In this context biomass downdraft gasifiers present 

indisputable advantages [1]. A traditional example 
is presented in Figure 1 [2]. In further models 

called two-stage, pyrolysis and 

combustion/reduction zones are physically 
separated. This low tar level technology only 

requires a small gas cleaning unit to prevent engine 

fouling problems [3]. Furthermore it is well 

adapted to turnover and biomass diversity. Finally 
its utilisation is relatively easy and can be highly 

automated. 

The technology is experimentally well known as 
such gasifiers have been used for several decades. 

However available kinetics data and the theoretical 

comprehension of the physical phenomena remain 

still insufficient to build a general accurate model. 
Indeed complex chemical reactions occur in the 

reactor. They are moreover significantly dependent 

of temperature. But the turbulent two-phase flow 

and the geometry pattern make difficult to model 

accurately the heat transfer. That is why detailed 

modelling is required to determine the internal 

processes of oxidation and reduction. 
In these perspectives, the objective of this study is 

to build a CFD model of the combustion-reduction 

zone. This tool will then be used to improve the 
knowledge of the physical phenomenon and to 

improve downdraft gasifiers design. Installation 

scale-up and tar level reduction are the two main 
aimed applications. 

This model is coupled to a heterogeneous 

equilibrium based pyrolysis sub-model previously 

developed by Vîjeu and Tazerout [4]. As described 
in Figure 2, they form a global downdraft gasifier 

model. This tool can thus be used to design the 

whole reactor. 
This paper describes the gasifier modelling. Firstly 

general equations and simulations tools are 

explained. The specificities of each submodel are 

then developed. Finally results of simulation are 
discussed. 
 

2 Overall modelling principles 

 

Gasifiers are complex reactors in which two-phase 

reactive turbulent flow occurs. CFD tool is used in 
order to simulate it. Figure 2 shows the geometry 

of the simulated gasifier. 

A segregated solver solves sequentially the 
continuity, momentum (Navier-Stokes equations), 

energy, radiation and species equations (N-1 

equations for N species). 

Figure 1: Traditional downdraft gasifier 
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Governing equations are converted to algebraic 

equations that can be solved numerically by a 

control-volume-based technique through a power-

law scheme. SIMPLE algorithm couples velocity 
and pressure. 

The 2D axisymmetric unstructured grid is 

composed of 10,000 cells. Meshing tests have been 
performed from 5,000 to 24,000 cells to insure 

independence of results. 

Simulation is considered as converged when 
residuals remain constant at a value below 10

-4
  

(10
-2

 for momentum). The calculation time is 

approximately fifty hours on a biprocessor 1.2 

GHz computer, when both oxidation and reduction 
submodels are running in parallel.  

The model is indeed split into two submodels, one 

for the oxidation zone, the other for the fixed bed 
where reduction reactions occur, as shown in 

Figure 3. The input of the oxidation part is taken 

from the pyrolysis model. 

 
 

3 Oxidation zone 

 

Reynolds number is around 5,000 at the inlet 

where turbulence rate is 1%. The flow is thus 

turbulent because of the reactor geometry. 
Moreover velocity pattern is complex as 

recirculation may occur. A detailed turbulence 

model is thus required to simulate these 
phenomenon. After a sensitivity study, the RNG k-

g model was chosen as the best compromise 
between accuracy and efficiency. 

Turbulence is also taken into account in the 

chemical reaction model, “Eddy Dissipation 
Concept” model [5] that calculates Arrhenius rate 

at the turbulence time scale. It seems to suit well to 

this kind of reactive flow [6]. 
As temperature exceeds 1000°C in the reactor core, 

heat transfer by radiation is predominant. They are 

simulated by Discrete Ordinates model [7], a four-

flux method. The gas emissivity is computed by 
the cell-based Weighted-Sum-of-Gray-Gases 

model that takes into account the concentration of 

CO2 and H2O. 
Model equations are listed in Table 1. 

Wall boundary conditions are simulated by a low 

Reynolds number approach [8]. 
The chemical mechanism consists in three 

oxidation reactions (R1-3), the water-gas shift 

reaction (R4) and the methane reformation (R5). 
 

 CO     O 0.5   CO 22 ́›́-            (R1) 

(R2)   OH 2   CO    O  1.5   CH 224 -́›́-
 (g) OH     O 5.0  H 222 ́›́-             (R3) 

222 H  CO     OH   CO -́›́-                  (R4) 

 H 3  CO    OH   CH 224 -›́́-                      (R5) 
 

Arrhenius rate is calculated from equation (1). 
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Figure 2: Global model description
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Constants for are taken from literature. They are 

listed in Table 2. 

Solid phase is simulated by a Lagrangian particles 
tracking. It is observed that particles residence time 

is relatively short (<1s) in a two-stage downdraft 

gasifier. As a consequence heterogeneous reactions 

are negligible, as oxygen reacts far quicker with 
gas phase.  

Heat transfer from fluid to solid phase is calculated 

by equation (2). 
Final particles temperature is then used to set 

initial conditions in the bed.  

* +
  )(

44

ppp

r

p

pp

p

pp
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dt

dm
TThA

dt

dT
Cpm

/-

//?

¢
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4 Reduction zone: the fixed bed 

 
The gasifier is considered working on a stable and 

steady state, that is that the mass of char depleted 

by reduction reactions is equal to the mass of char 
coming from the oxidation zone. 

Particle mass flowrate is assumed to be uniform 

over the surface and constant. The bed of average 

density 250 kg/m
3
 consists in 90 colons of ten-

millimetre-diameter particles. They are injected at 

the bed top and put off the calculation at the 

bottom (ash losses). 

4.1 Particles model 

Even if particles velocities are almost null, 
particles are modelled as a discrete phase in a 

Lagrangian frame of reference by the Discrete 

Phase model. The trajectory calculation takes only 
into account interactions with walls, as the grate 

compensate gravity and drag forces. As a result 

particles velocity gradient is almost null.  
Initial velocity is determined by the char mass 

flowrate from pyrolysis model. Their temperature 

is calculated by equation (2). Convection, radiation 

and heat of reactions are included. However 
particles are considered isolated, as conduction and 

collisions are neglected, being smaller by an order 

of 20 compared to radiative heat transfer. 

4.2 Pressure drop 

A source term of friction from Ergun equation (9) 
due to the porosity of the bed is included in the 

momentum equation. 
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with cp = 3*10
9
 m

-2
 and C2 = 3.4*10

7
 m

-1
. 

4.3 Surface reactions 

Only two surface reactions (R6) and (R7) are 
considered. Indeed oxygen has been totally 

consumed in the oxidation zone whereas C-H2 

reaction is far slower than C-CO2 and C-H2O and 
thus is negligible [9]. 

 22 H   CO    OH  C -́›́-                    (R6) 

CO 2     CO  C 2 ́›́-                            (R7) 

Arrhenius rate constants are deduced from 

Groeneveld and Van Swaaij [10] (see Table 2). 

Reaction rate are calculated by the Multiple 
Surface Reactions model, based on the works of 

Smith [11].  

From mass-balance considerations the particle 

depletion rate can be expressed as: 
R = D0(Cg - Cs) = kc (Cs)

N
                                     (4) 

Implemented for each reaction r and each species j, 

it gives a set of two equations: 
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C1,r is a constant calculated from molar and 

Knudsen diffusion rate coefficient for the mean 

temperature of the bed top; C1,r = 4.968*10
-10

 for 
CO2 and 7.769*10

-10
 for H2O; 
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This set of equations is solved by iteration except 

if Nr is equal to 0 or 1. For the last case the 

analytical solution is: 

cr

rc

njrprj
RD
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pYAR

-
?

,0

,0

, j                                (8) 

The particles diameter remains constant by 
simplification while their density is allowed to 

change. Moreover inhibition and degree of 

conversion are not taken into account. 
Oxidation reactions are neglected in the bed as 

oxygen concentration is closed to zero. 
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Table 1: Governing equations 
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Table 2: Reference value for kinetic constants 

 

Reaction ks (s
-1
) Ea (J. kmol

-1
) A B Reference 

(R1) 2.2*10
12

 1.67*10
8
 1 0.5 Bettahar [12] 

(R2) 5.012*10
11

 2*10
8 

0.7 0.8 Fluent [13] 

(R3) 4.462*10
12 

4.2*10
7 

1 1 Di Blasi [9] 

(R4) 124.03 1.26*10
7
 1 1 Di Blasi [9] 

(R5) 312 2.07*10
8
 1 0 Liu [14] 

(R6) 26.25 2.171*10
8
 n = 0.7 Groeneveld [10] 

(R7) 26.25 2.171*10
8
 n = 0.7 Groeneveld [10] 

 

5 Results

The model has been applied to a representative 

downdraft gasifier of diameter 0.9 m. It is feed 

with 15%-humidity beech wood at a mass flowrate 
of 20 kg/h and a mass fuel – air ratio of 1:1 for a 

power of approximately 100 kW thermal. Air is 

preheated up to 670K before injection. 

Pyrolysis is supposed to occur at 870 K. Pyrolysis 

products calculated from the model of Vijeu and 

Tazerout [4] are char, 30%, and gas, 70%. Its mass 
composition is approximately 50% CO2, 25 % 

water, 25% CH4 and traces of CO and H2. 
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The temperature profile in the oxidation zone, 

shown in Figure 4, is conform to the expectations. 

A hot point is localised just at the exit of the air 
injection nozzle, where combustion occurs. 

Elsewhere temperature is relatively uniform in the 

radial direction, with moderate axial gradient. 

Figure 4: Temperature profile in the oxidation zone 

 

A recirculation occurs in the back of the throat (see 

Figure 5). Velocity field show that 1D 
approximation is not correct for the gasifier type. 

Indeed radial velocity may not be neglected. It is 

noticeable that the flow is strongly influenced by 

biomass and air feed rate.  

 

The conjugation of temperature and axial velocity 

(see Figure 6) knowledge is particularly interesting 
 for gasifier design. It is indeed commonly 

admitted in the literature [15] that tar cracking 

depends of the temperature and of the residence 

time.  

In this case the zone of temperature hotter than 
1,100°C is very restricted, that supposes thus a 

relatively low tar cracking. 

 

Oxygen evolution enlightens the zone where 

combustion occurs. Figure 7 shows that oxygen is 
quickly consumed as kinetic rate are high. 

 

Carbon dioxide is main species of the mixture. It is 

produced during combustion and also at a lower 

magnitude by the water-gas (R4) reaction. Its 
concentration decreases because of a the dilution 

by nitrogen as shown in Figure 8. 

Final gas composition, given Table 3, corresponds 
to classical values for downdraft gasifiers [3, 16].  
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Figure 6: Axial velocity field 
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Figure 7: Oxygen mass concentration
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Methane and carbon monoxide concentrations are 

however over-predicted. Tars are indeed not 
simulated and they are also assimilated mainly in 

these two species. 

 

Table 3: Final gas composition 

 CO CO2 H2 CH4 N2 

Volume % 

(dry basis) 

22.5 14.6 24.7 5.6 32.6 

 

6 Conclusion 

 

A downdraft gasifier CFD 2D model has been 

built. Although its validation is only partial, 

particularly in the packed bed, this tool predicts 
detailed process comportment. It takes into account 

turbulence, surface reactions, heat transfer with 

radiation included. 
Results show that the model can be a useful tool 

for designing gasifier. It must however be still 

fully validated to guarantee the accuracy of data. 
Besides the reduction zone model needs to be 

improved so that catalyst effect of ashes, hydrogen 

inhibition and conversion degree would be taken 

into account. 
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DYNAMIC SIMULATION OF A SOLAR COLLECTOR FIELD WITH
INTELLIGENT DISTRIBUTED PARAMETER MODELS

Esko K. Juuso�
Control Engineering Laboratory

Department of Process and Environmental Engineering
FIN-90014 University of Oulu, Finland

Abstract
The dynamic models of the solar collector field provide a smooth and accurate overall behaviour
achieved with linguistic equations combined special situation handling with fuzzy systems. The
new adaptive control technique tuned with this simulator has reduced considerably temperature
differences between collector loops. Efficient energy collection was achieved even in variable oper-
ating condition. The new distributed parameter model is also aimed for control design. It extends
the operability of the simulator to evaluating the controller performance for drastic changes, e.g.
startup and large load disturbances, and local disturbances and malfunctioning.
Keywords:Solar power plant, dynamic modelling, distributed parameter systems, nonlinear models,
linguistic equations, fuzzy set systems

Introduction
Solar power varies independently and cannot be ad-
justed to suit the desired demand. The aim of solar
thermal power plants is to provide thermal energy
for use in an industrial process such as seawater de-
salination or electricity generation. To provide a vi-
able, cost effective alternative for power production,
they must achieve this task despite fluctuations in
their primary energy source, the sunlight. In addi-
tion to seasonal and daily cyclic variations, the in-
tensity depends also on atmospheric conditions such
as cloud cover, humidity, and air transparency.
Any available thermal energy is collected in a usable
form, i.e. at the desired temperature range, which
improves the overall system efficiency and reduces
the demands placed on auxiliary equipment as the
storage tank. In cloudy conditions, the solar field is
maintained in a state of readiness for the resumption
of full-scale operation when the intensity of the sun-
light rises once again. Unnecessary shutdowns and
start-ups of the collector field are both wasteful and
time consuming [1, 2].
The control scheme should regulate the outlet tem-
perature in order to supply energy as constant as�Corresponding author. Phone: +358-8-5532463,
Fax: +358-8-5532304, E-mail:esko.juuso@oulu.fi

possible despite the disturbances and uncertainties
in solar radiation and energy demand [1, 3, 4]. An
overview of possible control strategies presented in
[5] include basic feedforward and PID schemes,
adaptive control, model-based predictive control,
frequency domain and robust optimal control and
fuzzy logic control. A comparison of different in-
telligent controllers is presented in [6]. A linguistic
equation (LE) controller was first implemented on a
solar collectors field [1, 2]. Later adaptive set point
procedure and feed forward features have been in-
cluded for avoiding overheating. The present con-
troller takes also care of the actual set points of the
temperature [7].

Trial and error type controller tuning does not work
since the operating conditions cannot be reproduced
since the dynamics depends on the operating condi-
tions. Models have been integrated to various con-
trol schemes. Feedforward approaches based di-
rectly on the steady state energy balance relation-
ships can be based on measurements of solar ra-
diation and inlet temperature [8]. A feedforward
controller has been combined with different feed-
back controllers, even PID controllers operate for
this purpose [9]. A model-based predictive control
is another possibility to take into account nonlineari-
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ties [10]. The classical internal model control (IMC)
can operate efficiently in varying time delay condi-
tions [11]. The adaptation scheme of LE controllers
is extended by a model-based handling of the oper-
ating conditions [7].
Dynamic simulators are needed in controller design
and tuning. Also process optimisation could be im-
proved by modelling and simulation. Lumped pa-
rameter models taking into account the sun position,
the field geometry, the mirror reflectivity, the so-
lar radiation and the inlet oil temperature have been
developed for a solar collector field [5]. Dynamic
simulators based on linguistic equations are contin-
uously used in development of multilayer linguistic
equation controllers. The robust dynamic simulator
based on linguistic equations is an essential tool in
fine–tuning of these controllers [12, 13].
In this paper, the data-driven LE modelling approach
is combined with a dynamic energy balance and ex-
tended to developing distributed parameter models
based on process measurements obtained in several
test campaigns at a solar plant.

Solar power plant
All the experiments were carried out in theAcurex
Solar Collectors Field of the Plataforma Solar de
Almeria located in the desert of Tabernas (Almeria),
in the south of Spain. TheAcurex fieldsupply ther-
mal energy (1 MW) in form of hot oil to an elec-
tricity generation system or a Multi–Effect Desali-
nation Plant. The solar field consists of twenty rows
of east-west oriented, one-axis elevation-tracking,
parabolic-trough collectors (Figure 1) in ten paral-
lel loops (Figure 2). There are 480 modules in
the field. The total reflective aperture area of the
ACUREX collector field is 2,674m2. The hot oil
goes to a 5MWht thermal storage system consist-
ing of a 140m3 thermocline oil tank with automatic
fire-extinguishing and volatile-condensing systems.
Quick cooling can be done with a water-cooled oil
cooler. A desalination plant is is connected to this
storage system.
Control is achieved by means of varying the flow
pumped through the pipes during the plant opera-
tion. In addition to this, the collector field status
must be monitored to prevent potentially hazards sit-
uations, e.g. oil temperatures greater than 300oC.
When a dangerous condition is detected software au-

tomatically intervenes, warning the operator and de-
focusing the collector field. As the control is fast
and well damped, the plant can be operated close to
the design limits thereby improving the productivity
of the plant.
The energy balance of the collector field can be rep-
resented by expression [9]

Ie f fAe f f = (1�ηp)FρcTdi f f (1)

whereIe f f is effective irradiation(Wm�2), Ae f f ef-

fective collector area(m2), ηp a general loss fac-
tor, F flow rate of the oil(m3s�1), ρ oil density
kgm�3, c specific heat of oil(Jkg�1K�1) andTdi f f
temperature difference between the inlet and the out-
let (oC). The effective irradiation is the direct irradi-
ation modified by taking into account the solar time,
declination and azimuth. By combining the oil char-
acteristics and geometrical parameters into a term

α = Ae f f(1�ηp)ρc
; (2)

a simple feedforward controller is obtained:

F = α
Ie f f

Tout�Tin
: (3)

The temperature increase in the field may rise upto
110 degrees which means that the gain of the system
is affected strongly by the variations of density, vis-
cosity, and specific heat with the temperature (Fig-
ure 3). The daily operation is started with minimum
flow, and the flow increase must be quite moderate
during the whole startup phase since the high viscos-
ity does not allow very high flow. In the beginning of
the daily operation, the oil is circulated in the field,
and the valve to storage system is open when an ap-
propriate outlet temperature is achieved.
An extensive number of daily data sets is available
from various test campaigns as the process must be
controlled all the time. Test campaigns include step
changes and load disturbances but they cannot be
planned in detail because of changing weather con-
ditions. Weather conditions take care of radiation
disturbances.
Modelling is based on process data from controlled
process characterised by time varying transport de-
lays, oscillations and fast disturbances of solar irra-
diation. The model described in this paper have been
developed from the data of the test campaigns of the
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Figure 1: A receiver at the Acurex solar collector
field.

Figure 2: Layout of the Acurex solar collector field.
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Figure 3: Oil properties: density, specific heat, vis-
cosity and volumetric heat capacity,CV = ρc.
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Figure 4: Temperatures and temperture differences
in the field (June 21, 2002).
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Figure 5: Temperatures on different levels of the
thermocline (June 21, 2002).
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Figure 6: Temperature and temperature differences
in the field in cloudy conditions (June 12, 2002).
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Figure 7: Temperatures on different levels of the
thermocline in cloudy conditions (June 12, 2002).

LE controllers [7]. Figures 4 and 5 present temper-
atures in a test with fairly smoothly changing irra-
diation. In the end of the period, there is a slow in-
crease of the inlet temperature followed with a very
large load disturbance. The changes of the tempera-
ture difference are results of the setpoint tracking.
The outlet oil goes to the top of the thermocline,
and the temperatures in the lower levels of the tank
increase gradually when the oil of the lower levels
goes back to the field. On cloudy conditions, the
control is much more difficult [7]. Figures 6 and 7
present temperatures on a cloudy day with fluctuat-
ing irradiation.
The collector loops do not operate identically: the
difference between the highest and the lowest loop
temperature,dTLoop, increases when the flow of
the oil is changed rapidly. This happens in the
startup phase and when load disturbances are intro-
duced.

Dynamic modelling
For nonlinear multivariable modelling on the ba-
sis of data with understanding of the process there
are two alternatives: fuzzy set systems and linguis-
tic equations. In intelligent control design, hybrid
techniques combining different modelling methods
in a smooth and consistent way are essential for suc-
cessful comparison of alternative control methods.
Switching between different submodels in multiple
model approaches should be as smooth as possible.
For slow processes, predictive model–based tech-

niques are necessary at least on the tuning phase.
Adaptation to various nonlinear multivariable phe-
nomena requires a highly robust technique for the
modelling and simulation.
Linguistic equation models consist of two parts:in-
teractions are handled with linear equations, and
nonlinearities are taken into account bymembership
definitions[6]. The basic element is a compact equa-
tion

m

∑
j=1

Ai j Xj +Bi = 0; (4)

where Xj is a linguistic level for the variablej,
j = 1:::m. The direction of the interaction is repre-
sented by interaction coefficientsAi j . The bias term
Bi was introduced for fault diagnosis systems. Lin-
guistic equations can be used to any direction. The
membership definition is a nonlinear mapping of the
variable values inside its range to a certain linguistic
range, usually[�2;2℄. The mapping is represented
with two monotonous, increasing functions, which
must overlap in the center at the linguistic value 0. In
the present system, these functions are second order
polynomials. Coefficients are extracted from data or
defined from expert knowledge. [14]
Dynamic intelligent models can be constructed on
the basis of state–space models, input–output mod-
els or semi–mechanistic models. In the state–space
models, fuzzy antecedent propositions are combined
with a deterministic mathematical presentation of
the consequent. The structure of the input–output
model establishes a relation between the collection
of past input–output data and the predicted output.
Multiple input, multiple output (MIMO) systems
can be built as a set of coupled multiple input, single
output MISO models. Delays are taken into account
by moving the values of input variables correspond-
ingly.
The basic form of theLE model also is a static map-
ping, and therefore dynamicLE models could in-
clude several inputs and outputs originating from a
single variable [6]. However, rather simple input-
output models, e.g. the old value of the simulated
variable and the current value of the control variable
as inputs and the new value of the simulated variable
as an output, can be used since nonlinearities are
taken into account by membership definitions. Com-
parisons with different parametric models, e.g. au-
toregressive moving average (ARMAX), autoregres-
sive with exogeneous inputs (ARX), Box-Jenkinsand
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Output-Error (OE), show that the performance im-
provement with additional values is negligible. [14].

Collector field models
Distributed parameter model can be based on the en-
ergy balance: energy stored = Irradiance - Energy
transferred - Heat loss. For a unit volume this can be
represented by

ρcA
∂T
∂ t

= Ie f fWη0�ρcF
∂T
∂x
�hD(T�Tamb) (5)

whereA is cross section of the pipe line(m2), c spe-
cific heat of oil(Jkg�1K�1), D pipe diameter(m),
Ie f f irradiation (Wm�2), h heat transfer coefficient(Wm�2K�1), T oil temperature(oC), Tamb ambient
temperature(oC), x length coordinate(m), F flow
rate(m3s�1), W width of the mirror(m), η0 optical
efficiency,ρ oil densitykgm�3, t time (s).
Conventional mechanistic models do not work:
there are problems with oscillations and irradia-
tion disturbances. Oil properties change drastically
with temperature, and therefore operating conditions
change considerably during the working day, e.g.
during the startup stage, the oil flow is limited by
the high viscosity.
Equation (5) can be represented by

Ti(t+∆t)�Ti(t)
∆t

= a1Ie f f +a2Ti(t)+a3Tamb (6)

where coefficientsa1, a2 anda3 depend on operating
conditions, and therfore, the process is highly non-
linear.
Location of theith element depends on the flow rate:

xi(t+∆t)�xi(t)
∆t

= F(t)
Vtot

; (7)

whereVtot is the total amount of the oil in the collec-
tor field. Actually, the volume of the oil depends on
temperature.
Coefficientsa1, a2 anda3 depend on the operating
conditions. As the linguistic equation models are
based on nonlinear scaling of variables, the corre-
sponding coefficients of the LE models are constant
on a wide operating area.

Operating areas

The working point variables already define the over-
all normal behaviour of the solar collector field. The
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Figure 8: Model surface of a LE model for the work-
ing point variables [15].
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Figure 9: Simulation results for a LE model of the
working point variables [15].

model of typical operation shown in Figure 8 has a
quite high correlation to the real process data (Fig-
ure 9). The differences have a clear relation to op-
erating conditions, e.g. oscillatory behaviour is a
problem when the temperature difference is higher
than the normal. The startup phase needs a spe-
cial model. Separate dynamic models are needed to
capture the dynamic behaviour in different operating
conditions: the model surface of the normal model
is presented in Figure 10. The model shown in Fig-
ure 8 corresponds closely to the model presented by
Equation (6). The typical normal operation shown
here is not always optimal.
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Figure 10: A dynamic LE model for temperature dif-
ference [15].

Lumped parameter models

Dynamic linguistic equation (LE) models provide a
good overall behaviour in different operating con-
ditions. Oscillations are well represented, and the
temperature is on an appropriate range in the case
of irradiation disturbances. In this model, the new
temperature difference between the inlet and outlet
is obtained from the irradiation, oil flow and pre-
vious temperature difference. The model provides
the driving force for the simulator, and the speed
of the change depends on the operating conditions.
The multimodel approach for combining specialised
submodels provides additional properties since also
equations and delays can be different in different
submodels. In the multimodel approach, the work-
ing area defined by a separate working point model.
[13]

Special situations

The functional relationship between the output vari-
able and the input variable are partly smooth and
partly complicated nonlinear [12]. Smooth depen-
dencies can be described easily by linguistic equa-
tions (LE). Complicated local structures are effi-
ciently detected by the Fuzzy-ROSA method (FRM)
[16]. Thus the cascaded modelling with the LE
and FRM combines the advantages of both methods,
which can result in a considerable improvement of
the quality of the resulting final model. Feasibility of
the combined LE–FRM approach was demonstrated
by applying it to a solar power plant [12].
Some special situations activate when the control

system intervenes to dangerous conditions or oper-
ational faults. For example, a part of the collector
field may be defocused. The oil flow can also dis-
tribute in a very uneven way. Different special sit-
uations could be further studied with distributed pa-
rameter models.

Distributed parameter models

The lumped parameter models predict the average
outlet temperature very well, and disturbances can
be detected with the fuzzy part. However, the aim of
the control system is to keep the maximum temper-
ature of the loop outlets within desired range. The
controllers tuned with the lumped parameter sim-
ulators are working well but the actual testing of
local disturbances and malfunctioning can be done
only with the real system. The changes in maximum
temperatures are always faster than the changes in
the average temperature. The distributed parameter
model was developed for this purpose.
Development of a distributed parameter model for
such a nonlinear system is very challenging. All the
necessary parameters are not available in changing
operating conditions. However, the previously de-
veloped lumped parameter models provide a feasi-
ble starting point for this new development. The key
fact was that the dynamic linguistic equation model
needs only the current situation to be able to pre-
dict the new outlet temperature. Introducing the LE
modelling fits well to the numerical solutions of dis-
tributed parameter models presented in [17].
The solution was to divide the collector field model
into modules, and apply the dynamic LE models in a
distributed way. Equation (6) is modified by includ-
ing the oil flowF to the model:

Ti(t+∆t)�Ti(t)
∆t

= a1Ie f f +a2Ti(t)+a3Tamb+a4F

(8)
The previously developed lumped parameter models
calculate the temperature difference over the whole
collector field. Here the temperature change in a vol-
ume element is fraction defined by the flow rate, i.e.
the result would be the same as with the lumped pa-
rameter models if the operating conditions are ex-
actly same throughout the collector field.
In cloudy conditions, the heating effect can be
strongly uneven. These effects are simulated by in-
troducing disturbances into the irradiation. The flow
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Figure 11: Temperatures of the collector loops in
startup phase (June 21, 2002).

rate depends also on the density that is decreasing
with increasing temperature. Uneven distributions
of the oil flow are important if the oil flow changes
are rapid since some loops may be unable to follow.
The flow of the oil is changed rapidly in the startup
phase to stop the fast increase of the outlet tempera-
ture. The temperature increases slower in the loops
which far from the storage system (Figure 11). As
the maximum temperature was controlled, the con-
troller stops the fast the fast temperature increase
with high oil flow. The highest temperature drop af-
ter the flow peak, and the differences between loop
temperatures keep quite small after this even when
the flow is again much lower. Obviously, the flow
of the oil is unevenly distributed if the flow is very
low, and especially if the flow is circulating only in
the field. As the properties of the oil change very
quickly in these temperature (Figure 3), many dis-
turbances may occur.
A strong load disturbance has similar effects as the
startup: the differences between loop temperatures
increase (Figure 4), and the temperature is chang-
ing faster in the loops which are close to the storage
system (Figure 12).
Cloudy conditions seem to reduce the temperature
differences between loops both in the startup phase
(Figure 13) and in the normal operation (Figure 14).
Obviously, big differences cannot evolve as the heat-
ing effect is not so high. Another reason is that the
spots of high irradiation are continuously moving in
the field.
The distributed parameter model was tested by com-
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Figure 12: Temperatures of the collector loops dur-
ing a load disturbance (June 21, 2002).
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Figure 13: Temperatures of the collector loops in
startup phase in cloudy conditions (June 12, 2002).

0

2

4

6

8

10 0 50 100 150 200 250 300

190

200

210

220

230

240

250

260

270

Time steps

Loop number

T
em

pe
ra

tu
re

 (o C
)

Figure 14: Temperatures of the collector loops in
cloudy conditions (June 12, 2002).
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paring different scenarios on the distribution of the
oil between the loops in smooth irradiation condi-
tions. The cloudy conditions were studied by intro-
ducing random fluctuations on the local irradiation
in the collector field.
In the control design, the dynamic simulation mod-
els are used instead of the real process. The mea-
sured variable, the outlet temperature, is generated
by the simulator, and the controller changes the flow
of the oil to get the outlet temperature to the set-
point. The inlet temperature starts from the ambient
temperature, and later the temperature of the storage
tank is taken into account. Same simulated or col-
lected measurements, e.g. solar irradiation, are used
in the controller and in the simulator.

Discussion
The dynamic LE simulator is a practical tool in the
controller design. The resulting controller combines
smoothly various control strategies into a compact
single controller. The controller takes care of the
actual set points of the temperature. The operation
is very robust in difficult conditions: startup and
set point tracking are fast and accurate in variable
radiation conditions; the controller can handle ef-
ficiently even multiple disturbances. Adaptive set
point procedure and feed forward features are es-
sential for avoiding overheating. The new adaptive
technique has reduced considerably temperature dif-
ferences between collector loops. Efficient energy
collection was achieved even in variable operating
condition [7].
Exact comparison of the results of the distributed pa-
rameter model with the real system cannot be done
since there are no measurements on flow distribution
in the collector field. There is only one measurement
location for the irradiation, and actually, this mea-
surement location is outside the field. This would
be a problem for evaluating the performance of the
simulation model but the model is clearly suitable
for the control design. Different situations can be
generated for the controllers to handle.
Disturbances during the normal operation are han-
dled very well but this was done fairly well even
with the lumped parameter models. The actual ben-
efit is achieved in modelling of the startup and load
disturbances. In these cases, also the density of the
oil changes considerably.

The solar collector field is a small test case for a
methodological extension where nonlinear intelli-
gent models are distributed into volume elements.
These dynamic LE models were similar to those
used in dynamic lumped parameter system, and the
lumped parameter solution corresponds to the situ-
ation where the loops are operating identically, the
flow is evenly distributed between the loops, and the
irradiation are distributed evenly throughout the col-
lector field.

Conclusions
The dynamic models provide a smooth and accu-
rate overall behaviour achieved with linguistic equa-
tions combined special situation handling with fuzzy
systems. The new adaptive control technique tuned
with this simulator has reduced considerably tem-
perature differences between collector loops. Effi-
cient energy collection was achieved even in vari-
able operating condition. The new distributed pa-
rameter model is also aimed for control design. It
extends the operability of the simulator to evaluat-
ing the controller performance for drastic changes,
e.g. startup and large load disturbances, and local
disturbances and malfunctioning. This extension is
important for controlling the maximum temperature
of the collector field as the previous models were
capable only for the simulation of the average tem-
perature.
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Abstract
The objective of this study is to develop a design system for geothermal piping systems. Designing
geothermal piping systems requires expert skills, built on designers experience. This expert knowl-
edge has to be accessible for the organization, as well as less experienced designers. By developing
a design system, it is possible to lead the designer through the design process; expert knowledge will
be available at all times and the design procedure will be more automatic, resulting in shorter design
time. In this study, a design system calledGeoMindis developed. The system is tested by designing
a new piping system, at Iceland’sHellisheidi Power Plant. The results show that the design process
is more accessible and automatic, the designer is led through the design process, all which result in
a shorter design time.
Keywords:Design system, geothermal piping systems.

Introduction
The demand of utilizing reusable energy sources,
such as geothermal power, is increasing around the
world. The design of a geothermal power plant is
a complex distributed problem, and the design of
geothermal piping systems is an important factor in
the design.
Today the design is built upon the designers’ experi-
ence and is mostly ad-hoc design for every geother-
mal area. The design process can be time consum-
ing and it is difficult, even for the experienced de-
signer, to have an overview of all the different de-
sign options. Therefore, a design system for the de-
sign of geothermal piping systems can save the de-
signer considerable time and keep track of different
solutions. The purpose of this project is to develop
a computer-based design system. Currently, such a
system, which takes into account different factors in-
volved in the design, is not available on the market
for geothermal piping system.
Generally, geothermal power plants are situated in
active seismic areas, and therefore, seismic design is
a major factor in the structural design of geothermal

∗Corresponding author. Phone: +354 585 9203, Fax: +354
585 9299, E-mail:anna@marorka.com

piping systems. The focus here is on the design of
piping systems that lead the geothermal fluid from
the wells to the separation station. The geothermal
piping system has to be flexible enough to allow
thermal expansion but also stiff enough to withstand
the seismic load action.
It has been shown that part of the design process
can be automated [1]; therefore, it is interesting to
study how the designers’ experience can be utilized
to make the whole design process more automatic,
making a computer-based design system.
Many computer-based design systems have been de-
veloped, especially on a single computer and now
researches are looking into distributed computer-
based design system utilizing client-server architec-
ture [2]. Agent-based integrated design systems
have been investigated, for example, in aerospace
vehicle design, where the level of automation is pro-
vided by an expert system [3].

Structure of the design system
Design of piping systems in geothermal areas is a
complex, coupled design problem. In order to de-
velop a design system for geothermal piping sys-
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tems, the details of the design process have to be
analyzed and the appropriate architecture for the de-
sign system stated. The model for the design process
is shown in Figure 1.

Figure 1: Model for geothermal piping system.

The product developed is calledGeoMind. The
name describes the purpose of the design system;
Geo refers to geothermal areas andMind refers to
the knowledge captured in the system.
GeoMindcan communicate with other programs, for
example, finite element analysis and CAD software,
using application programming interface,API. Geo-
Mind’s output is an XML-document. The XML is a
text based standard for representing data in a struc-
tured format, and it can be used on any platform and
for many applications in different languages.
There is no limitation on the applications or pro-
grams that can communicate withGeoMind, only
the application programming interface for each pro-
gram has to be tailor made according to the program
in question. The application programming interface
reads the XML-document and converts the informa-
tion into a suitable form for the program that is re-
quired. The programming language C# [4] was used
to developGeoMind.
The design process for geothermal piping systems
can be divided into four main subsystems: route se-
lection, dimension design, pressure design and load
design, as shown in Figure 1. The route of the pip-
ing system is dependent on the environment, that is,
landscape and other structures. The pipes can ei-
ther be above ground or underground. The dimen-
sion design gives the pipe diameter which is cal-
culated for a certain mass flow of geothermal fluid
and the pressure drop in the pipe. The pressure de-
sign gives the pressure class and hence the necessary

wall thickness. Finally, the load design involves the
stress analysis where the layout and types of sup-
ports are decided, keeping stresses below allowable
limits. The support arrangement influences natural
frequencies and mode shapes of the piping system,
due to the simultaneous earthquake motion and high
thermal loading, and is a large factor in load de-
sign for geothermal piping systems. Trial and error
processes have been utilized, achieving the optimum
support positions and arrangement, but studies have
shown that a genetic algorithm can been used to ar-
range supports automatically [1].

Standards that are used in the design system are Ansi
B31.1 [5] for pressure piping design, Eurocode 8 [6]
for seismic design and IST12 [7] for snow and wind
load design.

The subsystems interact with each other as shown in
Figure 1. Each subsystem, or module, is designed
to minimize the programming interaction with other
modules. If it is necessary to modify a module, the
modification will not affect other modules.Load de-
sign requires both input fromRoute Selection, Di-
mension DesignandPressure Design.

Route Selection is dependent on the landscape and
legal issues.GeoMinddoes not have an automatic
process for laying the pipe route, but it offers the
user to open a CAD model and select the piping sys-
tem’s route from the CAD model.GeoMind then
generates a file containing the end points and the
section points of the route. This procedure requires
application programming interface as described ear-
lier. If the application programming interface for
CAD programs is not available,GeoMindcan read
a coordination file directly.

Dimension Design refers to the selection of pipe di-
ameter and depends on the pressure drop and mass
flow of the fluid inside the pipe. Since the focus here
is on two-phase flow geothermal pipelines, the fluid
flow and velocity is used to determine the pipe diam-
eter, and the effect of pressure drop is ignored. Di-
mension Design returns minimum pipe diameter re-
quired for transporting the geothermal fluid at given
conditions.

Pressure Design refers to the calculation of mini-
mum wall-thickness required. The pipe wall has to
be thick enough to withstand the pressure inside the
pipe. The required wall thickness is determined ac-
cording to Ansi B31.1 [5].

Load Design refers to stresses developed in the pip-
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ing system due to internal and external loading. The
Load Design gives the layout for thermal expansion
loops, location of supports and the types of supports.
The stresses are controlled with different types of
supports, that constrain the motion of the pipe. The
following are the most common types of supports
used in geothermal piping systems. Anchors are
fixed supports which neither allow displacements
nor rotation. They are used to divide large piping
systems into smaller sections, and are therefore al-
ways at the end points of the piping system sections.
Free supports hinder motion in vertical direction. In
order to control the transverse motion of the pip-
ing system, longitudinally guided supports are used.
They allow axial displacement, but no transverse or
vertical displacement. Sometimes, it is necessary
to restrict the longitudinal displacement of the pipe,
but allow transverse displacements. In these cases,
transversely guided supports are used. Finally there
are rotationally guided supports, which allow rota-
tion but not displacements.

The pipe has to be allowed to expand because of
the thermal expansion, but has to be stiff in order
to withstand the vertically and horizontally applied
loads. The vertical loads that act on the pipeline
are the self-weight of the pipe, the fluid weight, the
snow load and the vertical component of the seismic
load. The horizontal loads are the wind load and the
horizontal component of the seismic load.

The distance required between supports is calculated
due to loads acting on the pipeline. Supports may
not be located under bends, because there the pip-
ing system has to be able to expand. Pipe bends are
more flexible than straight pipes and therefore the
support has to be positioned as near the bend as pos-
sible in order to support the pipe without restricting
the expansion.

The start guess for the support arrangement for the
pipeline is as follows. The location of deflection
points of the pipeline is known, and the supports be-
tween them are located a distanceL apart, whereL is
the required length between supports. The types of
the supports are set in the following manner: end
points are fixed supports, where neither displace-
ments nor rotation is allowed, other supports hinder
vertical motion and are guided longitudinally. Sup-
ports that support bends, only hinder vertical mo-
tion, allowing thermal expansion.

Stresses in the pipeline may not exceed allowable

stresses given by Ansi B31.1 [5]. In order to check
the stresses in the pipeline, a stress analysis has to be
carried out.GeoMindis able to communicate with
stress analysis software as described earlier.
In this study, a module for automatic support ar-
rangement was developed. If stress analysis indi-
cates that the stresses in the pipeline are above the al-
lowable stress limits, the automatic support arrange-
ment changes the types of supports, in order to re-
duce the stresses in the pipeline below allowable
stress limits. Then, the new support arrangement
is then analyzed again. The usage of the automatic
module demonstrates that an optimization module
can be attached to the design system.
GeoMind’s output is an XML-document and the
communication with a stress analysis application
requires application programming interface, tailor
made for the finite element analysis application in
question. The application programming interface
takes the information in the XML-document and
converts it into readable form for the finite element
analysis application.

Architecture and usage
Architecture of the design system,GeoMind, is
shown in Figure 2.

Figure 2: Architecture of the design systemGeo-
Mind.

The design criteria involves properties of the pipe
material, the geothermal fluid and the insulation,
constants regarding the geothermal area and the pipe
route. The design system takes the input information
and designs the piping system. In order to complete
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the design,GeoMindhas to communicate with a fi-
nite element analysis software for the stress analy-
sis part. GeoMind’s output is an XML-document,
where all the information about the piping system
is available for the application programming inter-
face, which will convert the data into a mode ac-
ceptable for the finite element analysis application.
The XML-document includes every detail of the pip-
ing system and can be interpreted by the appropriate
application programming interface for the program
connected toGeoMind.
GeoMind enables engineers to design geothermal
piping systems in the same computer application.
GeoMindcontains all the information needed for the
design, such as, standards and design documents.
GeoMind includes knowledge formed by designers
andGeoMindcan communicate with other software
needed for the design process, such as, CAD sys-
tems and finite element analysis programs.
When the designer startsGeoMind, the front site ap-
pears; see Figure 3.

Figure 3: Front site ofGeoMind.

There it is possible to choose between different ac-
tions, ROUTE DESIGN, PIPE DESIGN and INFOR-
MATION .
INFORMATION will lead the designer to a site that
contains design documents and standards available
for pipe design. The newest design documents and
standards should always be updated in the design
system.
ROUTE DESIGN leads the designer to a site where he
can locate a CAD drawing for the pipe route. There,
the designer can generate a file containing the co-
ordinates of the pipe from the drawing. When the

coordinates’ file is available, the designer can go to
PIPE DESIGN to design the piping system. This pro-
cess requires an application programming interface
for the CAD software used.
PIPE DESIGN site is shown in Figure 4. Here, the
designer has to set the design criteria required and
will get the minimum pipe diameter and the mini-
mum wall thickness required for the project by click-
ing Dimension and Pressure Design. The designer
can select manufactured pipe from pipe catalogs and
enter the standard pipe diameter and wall thickness
into theSelected Pipe DiameterandSelected Wall
Thicknesstext boxes, and use those values in fol-
lowing design process.
The final design of the piping system is generated by
selectingStress Analysis. The Stress Analysiscan
not be selected if theDimension and Pressure De-
sign has not been completed. The piping system’s
route is needed forStress Analysis. If the applica-
tion programming interface for CAD software is not
available, the designer enters the location of a co-
ordination file containing the coordinations of pip-
ing system’s endpoints and section points intoPipe
Route Coordinates File.
The final design of the piping system is shown in
Figure 5. The output is various depending on the
application programming interfaces used. If the it-
eration process in the stress analysis is automatic,
stress analysis figures exist, if the iteration process
is made manually by the designer, the model for the
finite element analysis application is available. The
layout of the supports and types can be displayed in
the CAD drawing, and the design information can
be stored in a database. The XML-document, con-
taining information of the final design for the piping
system, is always accessible for the designer from
FINAL DESIGN.

Case study
To test the relationship betweenGeoMindand an ex-
ternal program, the professional finite element anal-
ysis software ANSYS [8] was used for stress analy-
sis.
The application programming interface developed
converts the XML-document generated byGeoMind
into a model for ANSYS. ANSYS is then automati-
cally started where the model is analyzed and the
results sent back to the application programming in-
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Figure 4: PIPE DESIGN site inGeoMind.

Figure 5: FINAL DESIGN site inGeoMind.

terface which translates the output file into XML-
document read byGeoMind. GeoMindtranslates the
XML-document, reads maximum stress values and
relative supports’ numbers, and then runs the auto-
matic support arrangement module, which generates
a new support arrangement, if the stresses are above
the allowable stress limits. ThenGeoMindproduces
a new XML-document which is sent to theGeoMind
- ANSYS application programming interface and the
procedure is repeated. The iteration continues until
the stresses in the piping system are below the allow-
able stress value or until the iterations have reached
a limit set by the user. The architecture ofGeoMind
gives the opportunity to replace the automatic sup-
port arrangement module for an optimization mod-
ule in the future. The procedure described above is
shown in Figure 6.
The design task is to design a new piping system for
theHellisheidi Power Plant. The route is not pinned
down, only a general route is known. The general
route of the piping system is shown in Figure 7.
The piping system is made of straight pipes con-
nected with 90 degrees bends. There are two ther-
mal loops in the piping system and the end points
are fixed.
The design process forDimension and Pressure De-
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Figure 6: Design procedure using application pro-
gramming interface with automatic connections
with ANSYS.

Figure 7: Route proposal atHellisheiði Power Plant.

sign is described earlier. The calculations inDi-
mension and Pressure Designgive minimum diam-
eter 840mm and minimum wall thickness 5.2mm.
In the following design, the manufactured standard
pipe chosen isDN900, which has a pipe diameter of
914mmand the wall thickness is 10mm.
The automatic support arrangement does not give
stresses in the pipeline below allowable stress lim-
its. The result indicates that the pipe layout has to
be changed, to be able to reduce the stresses in the
piping system. One way to reduce the stresses below
allowable stress limits, is to divide the piping system
into two systems using a fixed support.
New coordinates files are made, dividing the pip-
ing system into two systems, one thermal expansion
loop in each. GeoMind is used to design the two
piping systems. The stress analysis for both piping
systems give stresses in the pipelines below allow-
able stress limits. The support arrangement for the
two piping systems is shown in Figure 8.

Conclusions and further work
A design tool for piping systems in geothermal areas
has been developed in this study.
In an organization where expert knowledge is the
main asset, it is vital to be able to manage the ex-
pert knowledge and making it available and easily
accessible for the employees. That can be done by
using a design system, such asGeoMind.
In order to develop the design system, the design
process was analyzed and divided into subsystems
or modules, which are loosely coupled. By building
the design system up in modules, opens the possi-
bility to add new modules to the system. Of special
interest is an optimization module regarding thermal
expansion loops and support arrangement. From the
design system analysis, an architecture for a knowl-
edge based design system was presented andGeo-
Mind, a design system, programmed.GeoMindhas
three main modules, INFORMATION, ROUTE DE-
SIGN and PIPE DESIGN.
INFORMATION contains all the documents related to
the design process; that is, design documents, CAD
models, standard documents, pipe manufacture cat-
alogs to mention a few. In INFORMATION the user
can find every document related to the design. The
responsibility of update of the documents in INFOR-
MATION has to be allocated to an employee in the
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Figure 8: Support layout and arrangement for two the piping systems atHellisheidi Power Plant.

organization usingGeoMind.

ROUTE DESIGN is for designing the pipe route for
the piping system. It can be connected to a CAD
software, using appropriate application program-
ming interface. Then, it is possible to generate a
file, containing the coordinates of the end points and
section points, describing the piping system. If this
feature is not used,GeoMindreads a file containing
the end points and section points coordinates of the
piping system.

PIPE DESIGN is the module where the pipe is de-
signed. The input is design criteria for the geother-
mal fluid, pipe material and the insulation material,
as well as limitations from standards. PIPE DE-
SIGN’s output is twofold;Dimension and Pressure
Designgives required pipe diameter and wall thick-
ness, andStress Analysisgives the final design of
the piping system. Finite element analysis software
has to be used for analyze the stresses in the pip-
ing system. An application programming interface
has to be made for the interaction betweenGeoMind
and the finite element analysis application, where
the application programming interface converts the
XML-document generated byGeoMindinto an un-
derstandable form for the finite element analysis ap-
plication. It is up to the user how the application
programming interface is made.

Here, an application programming interface was de-
veloped using the stress analysis application ANSYS

[8]. The application programming interface started
ANSYSautomatically, where the design information
was analyzed, the stress analysis data, generated by
ANSYS, was then converted into XML-document
read byGeoMind, where the support arrangement
was made again, if necessary, according to the stress
analysis data, using the automatic support arrange-
ment module.

A design system for designing geothermal piping
systems, makes the design problem more accessi-
ble. All documents related to the design is accessible
at one site. The designer is led through the design,
first asked to design the piping system route, then to
collect the design criteria for the piping system and
the geothermal area. The design system calculates
minimum pipe diameter and wall thickness required
according the to design criteria. The designer can
select manufactured pipe, from pipe catalogs, and
the standard pipe diameter and wall thickness will be
used in the remaining design process. Stress analy-
sis has to be made for the final design of the piping
system. Final design information is easily accessi-
ble and can be published in various ways. It is also
possible to store the final design information in a
database, if required, making the design information
accessible for every designer in an organization.

The use ofGeoMindwill make the design less trou-
blesome, because all the design documents and cri-
teria are accessible in one location. The design is
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more automatic and the possibility of connecting
different modules, such as different finite element
analysis applications or optimization algorithms, to
the design system makes the design more flexible.
GeoMindwill reduce the design time, resulting in
reduced design cost.
In the future, the design system should be de-
signed as a distributed system, a server-client sys-
tem, where the several users can work with a de-
signer system interface and the applications needed
for the design, i.e. finite element analysis software,
CAD programs and optimization packages, are sta-
tioned at servers. Case studies in distributed design
have shown that computational time is reduced sig-
nificantly; heterogenous software and platform are
integrated and designers work collaboratively [9].
Agent-based system could be applicable, where the
agents would control the access to the applications
on different servers.
It is of interest to design and optimization module
for the equilibrium between the thermal expansion
and load acting on the geothermal piping system.
The ROUTE DESIGNmodule could offer an artificial
intelligence model, where the machine would rec-
ognize restrictions in the landscape and know other
restrictions, such as legal issues and environmental
protection.
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Abstract 
The purpose of this paper is to explain a model that can predict the Polymer Electrolyte 

membrane Fuel Cell (PEMFC) system fuel consumption, and more heat and electricity 

production according to the load. Vice versa it is possible to predict with such model the power 

produced knowing the PEMFC system fuel consumption. Structure and validation of the model, 

including theory, and preliminary results demonstrating the model’s use with the building of a 

simulation program, will be presented. Many mathematic models can be found in the literature 

that evaluate electrochemical fuel cell performance and that seem to produce excellent results, 

however, the aim here is to create a simple evaluation model for fuel cell which can be integrated 

into commercial simulation modular codes. 
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Nomenclature 

am%  Mass flow rate of water into reformer 

[kg/s] 

2Hm%  Mass flow rate of hydrogen [kg/s] 

c" exchange coefficient  

GF  Gibbs free energy change [kJ] 

TGF  Gibbs free energy change at temperature T  

[kJ] 

FPHF  Enthalpy change of products formation 

[kJ] 

FRHF  Enthalpy change of reagents formation [kJ] 

FWHF  Enthalpy change of OH 2  (vap) formation 

[kJ]  

RHF  Enthalpy change of reforming reaction [kJ] 

cg  AC/DC converter efficiency [%] 

elg  Electrical generation efficiency [%] 

fg  Fuel utilisation efficiency [%] 

hg  Heat efficiency [%] 

hexg  Heat exchanger effectiveness [%] 

hpg  Combined heat and power efficiency [%] 
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ig  Current efficiency [%] 

maxg  Maximun theoretical efficiency [%] 

Rg  Reformer efficiency [%] 

vg  Voltage efficiency [%] 

Ac Cell area [m2] 

b  Tafel slope for oxygen reduction [V] 

i Current density [A/m2] 

F Faraday constant [C/kmol] 

2HH  Heating value of H2 [kJ/kg] 

stI  Operative stack current [A] 

TI  Cell currents [A] 

*K  Equilibrium constant of reaction at 

standard temperature and pressure 

Kp Equilibrium constant of reaction at 

temperature T 

L Losses [W] 

m mass transport coefficient [V] 

ne Number of electrons 

TN  Number of cells 

2Hp  Hydrogen partial pressure [bar] 

2Op  Oxygen partial pressure [bar] 

OHp
2

 Water partial pressure [bar] 

inQ  Heat input [W] 

outQ  Heat output [W] 

mq  Charge per unit mass 

2Hv  Hydrogen stoichiometric coefficient   

2Ov  Oxygen stoichiometric coefficient  

OHv
2

 Water stoichiometric coefficient 

R Perfect gas constant [kJ/kmol K] 

Ri Ohmic resistance of the cell [Ym2] 

S Active cell area [m2] 

T Temperature [K] 

V Cell voltage [V] 

V0 Reversible cell voltage [V] 

Vst Operative stack voltage [V] 

Wmax Maximum electrical power [W] 

WR Reformer power [W] 

WS Stack power [W] 

WDC DC power [W] 

WAC AC power [W] 

z Valency 

1. Introduction 

 

A fuel cell is a device that converts chemical 

energy directly into electrical one and heat without 

combustion. This conversion is facilitated by an 

electrode-electrolyte structure that operates on 

principles similar to chemical batteries. A typical 

scheme of a fuel cell can be seen in Figure 1. The 

electrolyte is usually what the particular fuel cell is 

named after, such as in the case of PEM the 

electrolyte is a thin ion conducting membrane.  

However, while a battery’s fuel and oxidant 

supplies are stored within the cell, fuel cells permit 

fuel and oxidants to continuously flow through the 

cell. This is advantageous, because a fuel cell need 

not be taken offline to be refuelled. PEMFC 

systems consist also of several subsystems, these 

include: the fuel cell stack, the fuel processor, and 

auxiliary systems required for operation. 

 

 

Figure 1: Fuel cell scheme  

 

The purpose of this paper is to explain a model that 

can predict the PEMFC system fuel consumption, 

and more heat and electricity production according 

to the load. Vice versa it is possible with such 

model to predict the power produced knowing the 

fuel cell system fuel consumption. 

While many fuels may react with oxygen to 

produce electricity directly, hydrogen has the 

highest electrochemical potential and yields the 

highest theoretical fuel conversion. Thus, hydrogen 

is typically used to fuel low temperature PEM fuel 

cells. Since natural sources of hydrogen are not 

available, it must be obtained from a hydrocarbon 

fuel such as natural gas. In this simulation the fuel 

used is methane but, as before mentioned, can be 
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used also other fuels such as methanol, ethanol, 

pure hydrogen and so on. When the fuel is chosen 

the program automatically calculates the results. 

The model begins by sorting out the reforming and 

water-gas shift reaction.  

After Gibbs energy and enthalpy of FC reaction, it 

is possible to calculate the electricity and heat 

output vs. hydrogen consumption. As mentioned 

above, two options are available on the program: 

- calculating the heat output and fuel consumed for 

a given electrical power output; 

- calculating the electricity and heat output for a 

given supply of fuel.  

Since a single fuel cell produces a limited voltage, 

usually less than 1 volt, in order to produce a 

useful voltage, a number of fuel cells are 

connected in series. Series connected fuel cells 

form a fuel cell stack. In view of the fact that the 

number of unit cells in a stack depends on the 

desired voltage, a fuel stack configuration had to 

be resolved. Two calculation options are available: 

specify number of cells in series to determine FC 

stack voltage and number of cells required in 

parallel to supply power; specify desired FC stack 

operating voltage to determine numbers of cell 

required in series and in parallel. 

Finally, power conditioning converts the electric 

power from DC into regulated DC or AC for 

consumer use. 

 

2. Reforming process 

 

A fuel cell can be fed with pure hydrogen or 

hydrogen produced on board by a fuel processor. 

This system converts the primary fuel stored in a 

tank to a hydrogen rich gas which is fed to the cell. 

The gas produced by the fuel processor contain 

carbon monoxide; CO molecules contained in the 

hydrogen stream cause catalyst poisoning and a 

significant decrease of the fuel cell performance. In 

order to decrease the CO content to less than 10 

ppm, the fuel processor is composed of three 

sections; the first is an autothermal process 

involving a partial oxidation which produces a 

hydrogen rich stream with CO contents ranging 

from 6 to 18%. In a second step, a further 

conversion (shift) of residual CO to CO2 reduces 

the CO concentration to 0.8-1% with a consequent 

decrease of CO content. In the third section, a 

selective oxidation process (prox) reduces the CO 

concentration to a few ppm. 

The reforming is a fuel process that allows to 

supply relatively pure hydrogen to a fuel cell, 

using a fuel that is readily available or easily 

transportable. For houses and stationary power 

generation, fuels like natural gas or propane are 

preferred. Methanol, ethanol, and natural gas can 

be converted to hydrogen in a steam reformer. 

In this simulation the fuel used is methane. The 

model begins by sorting out the reforming and 

water gas shift reactions. The methane-steam  

reforming can be modelled as occurring in two 

stages by two different pathways, the first one 

(reforming reaction (1)) involves the methane 

reacts with water steam to form carbon monoxide 

and hydrogen gases: 

 

224 3HCOOHCH -›-      (1) 

 

followed by a second stage where the water steam 

splits into hydrogen gas and oxygen (water gas 

shift reaction (2)), the oxygen combining with the 

CO to form CO2 since it’s important to eliminate 

the carbon monoxide from the exhaust stream, 

because, if the CO passes through the fuel cell, the 

performance and life of the fuel cell are reduced: 

 

222 COHOHCO -›-            (2) 

 

this gives the overall methane reforming reaction: 

 

2224 42 HCOOHCH -›-  (3) 

 

The overall process is endothermic and therefore 

requires that external heat is supplied. Excess 

steam and heat is required to shift the water-gas 

reaction equilibrium to the right and maximise the 

hydrogen production from methane.  

The model doesn’t take into account that neither of 

these reactions is perfect; some natural gas and 

carbon monoxide make the FC  through without 

reacting. These are burned in the presence of a 

catalyst, with a little air; such a catalyst converts 

most of the remaining CO to CO2. 

The heat required by reforming process is 

calculated from the enthalpy of reaction [2]: 
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* +Â F/F?F FRFPR HHH . (4) 

 

3. Gibbs energy and enthalpy of fuel cell 

reaction 

 

At this point the next step is to sort out the FC 

reaction and half reactions at the electrodes. For a 

PEM fuel cell it is: 

 

OHOH 222
2

1
›-        overall equation  (5) 

 

OHeOH 22 2
2

1
2 ›-- /-

      cathode  (6) 

 
/- -› eHH 222                         anode  (7) 

 

These reactions provide also the stoichiometric 

coefficients and the valency. 

By establishing the fuel cell operating temperature 

T, the partial pressures p of products and reagents 

and by taking into account the stoichiometric 

coefficients, the theoretical electrical molar work 

of the fuel cell is calculated from the expression: 
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where [2]: 

 

* +pT KRTG ln©?F .  (9) 

 

At this point the open voltage can be calculated by 

[2]: 
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The heat of fuel cell reaction is now calculated by 

[2]: 

* +Â F/F?F FRFPFC HHH .  (11) 

 

4. Fuel Cell characteristics and efficiency 

factors 

 
One of the major goals in fuel cell modelling is the 

prediction of the cells voltage-current 

characteristics also called the polarisation curves. 

The voltage-current characteristic is a plot of the 

measured cell voltage as function of the cells 

average current density (defined as the measured 

current output of the cell relative to the active cell 

area), and therefore it shows the potential power 

output at different load conditions and is a good 

indicator of the performance of a fuel cell stack: a 

high cell voltage corresponds to a high efficiency.  

However one should remember that the 

polarisation curve is a macroscopic quantity, which 

describes the output characteristics of the cell and 

does not give detailed information about the 

microscopic cell performance e.g. local current 

flux. Having stated this, it is also important to 

mention that it is an explicit measure of the 

performance one can expect to obtain. The voltage-

current characteristic of a fuel cells system derives 

principally from two factors (Fig. 2): 

‚ Voltage losses due to internal resistance and 

electrode activation potentials represented by 

the voltage efficiency [4]; 

‚ Current losses due to the effects of fluid flows 

and concentrations due inturn to the utilisation 

ratio of the fuel represented by the current 

efficiency [4]. 

 

 
Figure 2: Ideal and Actual Fuel Cell 

Voltage/Current Characteristic 
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Internal resistance losses dominate except at high 

current densities or high fuel utilisation ratios, 

when mass transfer effects or low concentrations 

of fuel cause fall off of voltage. Other 

concentration effects include humidification of the 

electrodes stream and use of air in place of oxygen. 

These effects are dependent upon the detailed 

construction of the fuel cell and the fluid flow 

channels; because they are hence difficult to model 

theoretically, the electrochemical energy converter 

is assumed with two planar, smooth electrodes and 

the characteristic scale of the feed gas density 

variation along the channel is vastly greater than 

the cell thickness. This means that along the 

channel fluxes of gases and current in porous 

media can be neglected as compared to the fluxes 

and current in the plane, perpendicular to the 

channels so that the complexities of the current 

versus potential with porous electrodes is avoided. 

However, due to the dominance of internal 

resistance the characteristic is substantially linear 

over normal operating conditions and may be 

derived empirically; but a more accurately fuel cell 

voltage-current characteristic may be represented 

by an empirical relationship such as that 

introduced by Kim et al [1]: 

 
ni

i meiRibVV ///? ln0   (12) 

 

where b is the Tafel slope for oxygen reduction, m 

and n are parameters that account for the “mass 

transport overpotential” as a function of current 

density. 

Parameter m affects both the slope of the linear 

region at the V vs. i plot and the current density at 

which there is a departure from linearity. The value 

of n instead has major effect in the mass transport 

limitation region. 

Let us calculate now the electrical generation 

efficiency from the following [2]: 
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Likewise the other efficiencies can be calculated: 
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The previous expression represents the theoretical 

maximum efficiency of conversion from chemical 

to electrical energy. In fact, the theoretical 

maximum amount of electrical energy that can be 

obtained from the electrochemical reactions 

occurring in the fuel cell is equal to the change in 

the Gibbs free energy within the cell, while the 

total amount of energy released in the 

electrochemical reactions is equal to the enthalpy 

change within the cell.  

Thus, the theoretical maximum efficiency of 

conversion from chemical to electrical energy, 

maxg , is obtained as the ratio between the change 

in the Gibbs free energy and the change in the 

enthalpy  that occur in the cell1. 

At this point, it is assumed that a constant DC 

voltage is required for conversion to a constant AC 

voltage, the excess DC voltage is dropped through 

a resistor. Thus, the DC conversion voltage is 

equal to the fuel cell voltage at rated or maximum 

required operating current and the voltage 

efficiency remains constant at partial loads. 

Due to the rapid drop off voltage at low 

concentrations, regulation of fuel flow by voltage 

could be unstable and regulation of fuel flow 

proportional to current is assumed. Thus the fuel 

utilisation ratio or current efficiency is also 

constant. Ancillary loads such as pumps, fans, pre-

                                                      
1 The Second Law of Thermodynamics requires that the 

theoretical maximum efficiency be achieved only when the 

cell operates under reversible conditions, and these conditions 

are approached when there is no electrical load on the stack. 
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heaters, compressor and so on, are identified and 

considered. 

 

5. Electricity and heat output vs. fuel 

consumption 

 

Two options are available: 

- calculating the heat output and fuel consumed 

for a given electrical power output; 

- calculating the electricity and heat output for a 

given supply of fuel. 

 

5.1 Fuel consumed for a required electrical 

output 

 

‚ Add ancillary loads referred to AC supply and 

add converter efficiency factor to give DC 

output required from fuel cell stack. 

‚ Determine sum of currents through all cells in 

stack by: 
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‚ Hence hydrogen utilised in stack from the 

expression: 
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‚ Hence hydrogen flow from utilisation 

efficiency. 

‚ Fuel flow to reformer from fuel to hydrogen 

mass ratio and reformer efficiency. 

‚ Total fuel consumption including external 

pre-heating. 

 

5.2 Electricity output for an available fuel 

supply 

 

The output of a FC is obtained as follows: 

‚ Total fuel available minus fuel used in 

external pre-heating. 

‚ Hydrogen flow from reformer by reformer 

efficiency and hydrogen to fuel mass ratio. 

‚ Hence hydrogen utilised in fuel cell stack 

from utilisation efficiency. 

‚ Determine sum of currents through all cells in 

stack from the following: 
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‚ Hence DC output and AC output from 

converter efficiency. 

‚ Total AC power out less ancillary loads 

referred to AC output. 

 

6. Heat output 

 

From SFEE [2]: 

 

µF--?- HWQWQ outoutinin    

 (23) 

FCRinout HHGQQ F/F/F?/ 2  

 

inQ includes reformer pre-heating external to 

reformer or fuel cell stack. 

Assuming a fraction xl of voltage losses within the 

fuel cell stack is recovered as heat and correcting 

them trough a fuel utilisation coefficient fg , with 

this assessment the relation (23) can be rewritten: 

 

* + -F/F?/ fFCinout HGQQ g  

* + Rfvl HGx F/F/- gg 1  (24) 

 

When unutilised fuel is recirculated and burnt in 

order to preheat the fuel internally: 

 

* + * + /F/-F/F?/ GxHGQQ fvlfFCinout ggg 1  

* + * + FWfRfvl HHGx F/-F/F// ggg 11  (25) 

 

The total heat output and the heat gain are reduced 

by heat losses from the external pre-heater and 

from losses up to the heat exchanger. The usable 

                                                      
2"FG  and  FHFC  are negative. 
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heat output and heat gain are then further reduced 

by the effectiveness of the heat exchanger. The 

heat efficiency is calculated as: 

 

?hg
* +

R
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LQQ

g

g
F

//
 (26) 

  

 

the denominator is consistent with the electrical 

generation efficiency. 

The heat to power ratio is calculated from: 

 

maxW

LQout
hp

/
?g .  (27) 

 

7. Fuel stack configuration 

 

Two calculation options are available: 

- specify number of cells in series to determine 

fuel cell stack voltage and number of cells 

required in parallel to supply power; 

- specify desired fuel cell stack operating 

voltage to determine numbers of cells required 

in series and in parallel. 

When the desired operating voltage gives a non 

integer value of cells in series, an integer value is 

chosen and the stack voltage is modified. The cell 

voltage is kept to that originally specified in this 

case, since a small difference in cell operating 

voltage could case a large and undesirable change 

in cell operating current. 

When instead the number of cells in parallel to 

meet the required power is non-integer, an integer 

value is chosen and the cell operating current 

adjusted to fit. The resulting operating point may 

then be compared with the voltage-current 

characteristic. 

Input of the cell thickness, the cell area and the 

total number of cells enables the core volume of 

the fuel cell stack to be calculated3. 

 

 

 

 

                                                      
3 Applicable only to the rectangular sandwich type 

construction. 

8. Water flows 

 

Water is produced not as steam, but as liquid in a 

PEMFC. A critical requirement of these cells is 

maintaining a high water content in the electrolyte 

to ensure high ionic conductivity. The ionic 

conductivity of the electrolyte is higher when the 

membrane is fully saturated, and this offers a low 

resistance to current flow and increases overall 

efficiency. Water content in the cell is determined 

by the balance of water or its transport during the 

reactive mode of operation. 

Water management has a significant impact on cell 

performance, because at high current densities the 

mass transport issue associated with water 

formation and distribution limits cell output. 

Without adequating water management, an 

imbalance will occur between water production 

and evaporation within the cell. Adverse effects 

include dilution of reactant gases by water steam, 

flooding of the electrodes, and dehydration of the 

solid polymer membrane. The adherence of the 

membrane to the electrode also will be adversely 

affected if dehydration occurs. Intimate contact 

between the electrodes and the electrolyte 

membrane is important because there is no free 

liquid electrolyte to form a conducting bridge. If 

more water is exhausted than produced, then it is 

important to humidify the incoming anode gas. If 

there is too much humidification, however, the 

electrode floods causes problems with diffusing the 

gas to the electrode. A smaller current, larger 

reactant flow, lower humidity, higher temperature, 

or lower pressure will result in a water deficit. A 

higher current, smaller reactant flow, higher 

humidity, lower temperature, or higher pressure 

will lead to a water surplus.  

The balance of water emitted from the fuel cell 

reaction and that consumed by the reforming 

reaction is calculated from the mass balances of the 

reaction equations and the fuel utilisation factor. 

This neglects the water flow required to the fuel 

cell anode and cathode in order to prevent damage 

of the electrodes and polymeric membrane due to 

dehydration. 
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9. Case study 

 

Numerous PEMFC systems have been  

simulated, but to test the reliability of our program, 

we have simulated, in detail, the behaviour of a 

stack furnished from Ballard Power System [6]. 

This is based on a 5kW PEMFC fuel cell stack 

model MK-5E, composed of 36 cells; each cell has 

an active area of 232 cm2.  

For the system above mentioned, the polarization 

curve model of an individual cell at different 

temperatures, carried out from our program, can be 

seen in Figure 3. The coefficients of eq. (13), we 

have used to plot the graph below, were obtained 

from literature [6]. These curves are also plotted to 

aid specification of a suitable operating point. In 

Figure 4 is reported a system diagram including 

electric power and mass flows. 
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Figure 3: Polarization curves for different 

temperatures (T"»"°C) 
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Figure 4: system diagram including main 

energy and mass flows 

 

In Table 1 are listed some data, carried out from 

our program for some input data. The fuel used for 

this simulation is hydrogen and this one has been 

obtained from a natural gas with a reforming 

process. We have not taken into account the 

various losses due to pumps, compressors and so 

on. 

 
Input data  

Reformer      

T [°C] p [bar] gR [%]     

950 3    74       

Fuel Cell           

T [°C] p [bar] V [Volt] Ws [kW] S [m2] NT

24 3 0.99 5.0 232 36

gc [%] Ri [W] b [V] m [V] n [A-1]  

95 1.353E-03 4.790E-02 1.2E-03 3.4E-05  

Output data  

4CHm% [kg/s] [kg/s]
V0 [V] Qout [kW] WR [kW]   

5.45E-04 2.03E-04 1.181 14.8 4.18   

gp [%] gi [%] gel [%] ghp [%] TGF [kW] 
 

83.8 27.2 21.6 66.8  -23.1   

Vst [V] Ist [A] ln(Kp) i [A/m2] IT [A]  

35.64 147.68 0.255 6365.3 112.98  

am%  [kg/s] 
gmax [%]     

9.05E-04 94.3     

Table 1: Data carried out from the program for     

some input data 

 

10. Conclusion 

 

The program seems to be versatile and full of 

quantitative calculations that allow to study the 

behaviour of a single fuel cell or a single stack 

with a good reliability. Here has been taken into 

account only a hydrocarbon fuel such as the natural 

gas but the methodology can be simply applied to 

other fuels such as hydrogen, methanol, ethanol 

and so on. For sake of semplicity the model does 

not take into account that neither of the reforming 

reactions is perfect, since some natural gas and 

carbon monoxide make the FC  through without 

reacting. By now we have not taken into account 

the various losses due to pumps, compressors and 

so on. Moreover  the Kim et al. expression here 

adopted is limited to operation at constant stack 

pressure and so it does not include vital system 

parameters as stack temperature and relative 

humidity. However the immediate calculation of a 

lot of parameters with realistic values of FC 

performances can produce a good system to 

evaluate many quantities involved in the FC 

processes. The use of more complicated models 

2Hm%
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should produce likely better results but the 

parameters involved should be very numerous and 

sometimes difficult to estimate.   

The Authors intend to validate this model trough  

laboratory experimentation on PEMFC by the 

Mechanics Department of Palermo University.  
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Abstract 
The program described in this research produces average solar radiation on walls after 
shading effects have been considered by numerical analysis methods. After extensive 
testing, it is hoped that, by integrating a version of this program into existing systems, a 
more realistic solar heat gain may be obtained for the site. As a result of this, more 
economical systems can be installed that will operate at more efficient levels benefiting 
both the user (capital and running costs) and the supplier (more competitive quotes). The 
program developed appeared to successfully deal with the majority of shading cases that 
are liable to be met in load estimating. The program is quick and reasonably accurate (to 
within about 2% of hand calculation) with as few as 100 data points.  
Keywords: Solar radiation, cooling load calculation, shaded wall 
 

Nomenclature 
 

                                                      

1 Corresponding author: Tel/Fax: (+98) 131- 3232204 , E-Mail: naghash@guilan.ac.ir 

AZ = solar azimuth 
AL = solar altitude 
Dpx = x-co-ord of a point to be analyzed 
Dpy = y-co-ord of a point to be analyzed 
Dpz = z-co-ord of a point to be analyzed 
SVX = solar vector x component 
SVY = solar vector y component 
SVZ = solar vector z component 
SOX = shading wall origin point x 
SOY = shading wall origin point y 
 

SOZ = shading wall origin point z 
WAHX = horizontal shading wall length (x direction) 
WAHY = horizontal shading wall length (y direction) 
 WAV = vertical height of a shading wall 
ITH = Total intensity on horizontal surfaces (w/sqm) 
IDH = Direct intensity on horizontal surfaces (w/sqm) 
Idh = Diffuse intensity on horizontal surfaces (w/sqm) 
IDV = Direct intensity on vertical surfaces (w/sqm) 
ITV = Total intensity on vertical surfaces (w/sqm) 

Introduction 
To calculate zone loads, all load components must 
be considered separately as internal or external 
loads. A typical set of loads might be: Solar gain, 
Glass transmission, Wall transmission, Roof 
transmission, Lighting, Other electrical, People and 
Cooling infiltration. Each of these may be further 
sub-divided into sensible and latent to determine 
the overall cooling or heating air supply required. 
The magnitude of the components varies and peak 
at different times. For outside wall zones, the solar 
gain is often a very significant component (for 

instance up to 50% [1]), depending on the position 
of the sun and the size of the glazing. The large 
importance of the solar gain component is rarely 
matched by the sophistication of the calculations 
used. Thus, zone peaks and subsequent sizing may 
be highly influenced by errors generated within 
calculations. 

The estimation of heating and cooling loads on 
a building prior to the installation of an air 
conditioning system is both complex and liable to 
large errors. Most systems are now sized by 
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commercial load estimating computer programs. 
Large errors can be sliced from solar gain 
estimations if shading is included. Load 
estimating programs for determining the size of 
air conditioning programs take into account 
many heat gain sources. One of the most 
significant external gains arises due to solar 
radiation on walls and windows. The calculation 
of solar radiation is often unrealistically high due 
to the lack of consideration given to shading on 
the external walls. 
Most commercial load estimating programs were 
found to be without building shading equations. 
Two programs investigated, (CIBSE Heat Gains 
[2] and Carrier HAP [3]) were found to identify 
shading associated with external wall features. 
A third program was investigated in detail is an 
advanced load estimating program written in 
1976 in the USA [4]. The program was devised 
by the National Bureau of Standards at the 
Centre for Building Technology. 
Objectives: 
To investigate an effective method for the 
calculation of solar radiation on a building walls 
the position and orientation of other interfering 
walls and building. The output should be 
calculated with a view to using it as an input to 
additional program modules (for instance - to 
investigate dynamic heat transfer through the 
building surface). 
The method should be fast, accurate and 
verifiable. It should also be easy to use but 
flexible. The project should relate to programs 
presently in use and how the new programs 
might integrate into existing methods. 
 
Solar  Position Definitions 
The sun position is given by two angles; the solar 
azimuth and the solar altitude. Their definitions 
are as follows: 

 
a: The solar  altitude (al) 
The angle a direct ray from the sun makes with 
the horizontal at a particular place on the surface 
of the earth (Figure 1).  

* + * + * +LATDa sinsinsin 1 ·?                            

* + * + * +hLATD coscoscos ··-                       (1)                                                                              

 
b: The solar  azimuth (z) 
This is the angle the horizontal component of a 

direct ray from the sun makes with the true 
North-South axis. It is expressed as an angular 
displacement through 360 degrees from true 
North (in the clockwise direction) (Figure 2). 

To calculate both of the above angles, it is 
necessary to know the sun's position relative to 
the plane of rotation of the Earth (declination) 
and the position of the site on the surface of the 
Earth (latitude). Also the local time must be used 
for the calculation of the 'sun-time'. This 
eliminates the need for the longitude of the site to 
be entered. The following definitions list this 
required information: 

)(tan)(cos)(cos)(sin

)(sin
)(tan

DLAThLAT

h
z

·/·
?

                                                                          (2) 
c: Declination (d) 
This is the angular displacement of the sun from 
the plane of rotation of the Earth's equator. The 
value of the declination will vary throughout the 
year between -23.5° and +23.5° because the 
Earth is tilted at an angle of about 23.5° to the 
axis of the plane in which it orbits the sun. Figure 
3 shows the relationship. 

* +* +365284360sin47.23 ND -·?             (3) 
 Where N is the day number (January 1st=1) 
 
d: Latitude (LAT) 
An angular displacement above or below the 
plane of the equator measured from the centre of 
the earth, gives the latitude of a site (shown in 
Figure 4). 
 
e: Sun time (T) 
This is the time in hours before or after noon. 
 
f: Hour  angle (h) 
The angular displacement of the sun from noon. 

* + Th ·? 24360                                              (4) 

 
Figure 1: Soalr  altitude 
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Figure 2: Solar  Azimuth 

  

                                             
Figure 3: Declination 

 
Fig. 4: Latitude 

 

Solar  Radiation 
1- Direct Radiation 
The intensity of direct radiation on a vertical 
surface is easily calculated if the beam radiation 
‘N’ is known. For a wall-solar angle of ‘WAZ’ 
and a solar altitude ‘al’ the intensity of the direct 
vertical component is given by: 

)(cos)(cos 1 WAZaNIDV ··?                    (5) 
 
2- Diffuse radiation 
Direct radiation entering the Earth's atmosphere 
is subject to scattering to create ‘sky radiation’ or 
‘diffuse radiation’. 
The processes by which this occurs can be split 
into four categories: 

i) Radiant energy scattered by atmospheric 
molecules of ideal gas (eg. nitrogen, 
oxygen) 

ii)  Scattering due to presence of water vapor 

iii)  Selective absorption of water vapor 
iv) Scattering by dust particles 

 
Sky radiation can’t be assigned a specific 
direction (and hence no shadows are cast by it). 
The intensity of sky radiation is usually much 
less than that for direct radiation but cannot be 
ignored. The quantity of sky radiation varies with 
atmosphere's variation of gas composition, water 
vapor content, and dust content. It also varies as 
the solar altitude changes. 

 
3- Shading by Walls and Buildings 
The main purpose of the program is to provide a 
reliable and fairly quick method of building 
shading analysis. The three dimensional 
geometry is fairly simple but difficult to 
generalize the formula into one simple case. To 
establish whether shading of a point (on the wall 
to be analyzed) occurs, the geometry of the site 
and surrounding buildings require to be known. 
The definition of the walls and buildings on the 
site are covered in detail in the program section. 
However, the walls may be assumed to be 
rectangular and perpendicular to the ground and 
to be completely opaque. 

 
Figure 5: Solar  vector  and shading wall 

intersection 
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Der ivation of the Shading Equations 
The derivation of the following formulae is 
complicated somewhat by the problems of 1/0 
errors (caused by tan(A/B) when B=0; l/cos(A), 
l/sin(A) when A=0). The formulae have to be 
rearranged to cater for such eventualities and a 
test routine at the start of this section would then 
be required to ensure the correct equations are 
used. The diagram (Fig. 5) shows the typical 
situation and the definition of the terms is given 
below: 

 
 General Equation: 

Dpx+k1(SVX)=SOX+k2(WAHX)  (6) 
Dpy+k1(SVY)=SOY+k2(WAHY)    (7) 
Dpz+kl(SVZ)=SOZ+k3(WAV)                  (8)  

Where k1, k2, k3 are three unknown constants to be 
found 
 
Solution to General Equation 
Rearranging general equations (6), (7) and (8): 

)()()( 12 WAHXkCOXEDSVXk -?               (9)                                              

)()()( 12 WAHYkDpySOYSVYk -/?    (10) 

)()()( 32 WAVkDpzSOZSVZk -/?           (11)  

                                                                                                                 
Multiply equation (9) by

            
)( SVXSVY : 

)()()(2 COXEDSVXSVYSVYk ·?    

                   )()(1 WAHXSVXSVYk ·-       (12)    
Subtracting by equation (10): 
        

)()()(0 DpySOYCOXEDSVXSVY //·?      

      )))(((1 WAHYWAHXSVXSVYk /·- (13) 
So, 
        

* +] _
* +] _WAHYWAHXSVXSVY

COXEDSVXSVYDpySOY
k

/·
·//

?
)(

)()()(
1

                                                                        (14) 
And from equation (10) we have: 

] _
SVY

WAHYkDpySOY
k

)()( 1
2

//
?           (15) 

Also using equation (11) gives: 
        

* +] _
WAV

DpzSOZWAHYkDpySOYSVYSVZ
k

)()()()( 1
3

//-/
?

                                                                        (16) 
 Subsisting for k1: 
       

* +
* +)()(

)()()(
3 WAHYWAHXSVXSVYWAV

COXEDSVXSVYDpySOYWAHY
k

/··
·//·

?

 

       * +] _
WAV

DpySOYSVXSVYSOZDpz )()( /-/
- (17) 

Spatial Cases: 
This is a list of some possible problems to be 
considered when the general equation is to be 
solved. All those listed below indicate 1/0 errors 
may arise during calculation: 

1 WAHX=0: wall is aligned N-S or S-N 
2 WAHY=0: wall is aligned E-W or W-E 
3 SVX=0: sun is due south (midday) 
4 SVY=0: sun is due east or due west 
5 SVZ=0,<0: sunrise/sunset and during 

night  
 

Solution for  Special Equations: 
Special cases require modification to the 

general solution. These will be dealt with in 
order: 
Case1 (WAHX=0) 

] _
WAHY

SOYDpyCOXEDSVXSVY
k

)()()(
1

/-·
? (18)       

 

SVX

COXED
k

)
2

(
?                                             (19) 

Hence: 
] _

WAV

SOZDpzCOXEDSVYSVZ
k

)()()(
3

/-
?   (20) 

Case 2 (WAHY=0) 
As long as the wall vector WAHY is not zero, 
the expressions derived for the general equation 
can be used with SVY=0. This produces: 

     
] _

WAH

SOXDpxDpySOYSVXSVY
k

)())((
1

/-/
?  (21) 

SVY

DpySOY
k

)(
2

/
?                                     (22) 

] _
WAV

SOZDpzDpySOYSVYSVZ
k

)()()(
3

/-/
?   (23) 

Case 3 (SVY=0) 
 As long as the wall vector WAHY is not zero, 
the expression derived for the general equation 
can be used with SVY=0. This produces: 

WAHY

SOYDpy
k

)(
1

/
?                                     (24) 

] _
SVX

SOYDpyWAHYWAHXCOXED
k

))(/()(
2

/-
? (25) 
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] _
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WAV

DpzSOZ )( /
/                                               (26)     

    
Case 4 (SVX=0) 
Rearranging the general equations and assuming 
that SVY is not zero: 

WAHX

SOXDpx
k

)(
1

/
?                                        (27) 
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                                                                        (28)     
* + * +*] _+

WAVSVY

SOXDpxWAHXWAHYDpySOYSVZ
k

·
/-/·

?3

* +
WAV

DpzSOZ /
/                                                    (29)   

                
Case 5 (SVZ<0 or SVZ=0) 
This can easily be detected before any 
calculation is carried out and the physical 
interpretation of this is that the sun has not risen. 
The solar data for this case is thus considered to 
be zero and no further shading calculation are 
therefore required. 

 
Calculation of SVX, SVY, SVZ 
The calculation of these vectors may be easily 
achieved by the use of the altitude and azimuth 
angles as derived earlier: 

)sin(

)(cos)(cos

)(sin)(cos

1

1

1

aSVZ

azaSVY

azaSVX

?
?
?

                                (36) 

 
Solar  Data Generation 
This method uses clear sky solar data generated 
by sinusoidal equations that have been fitted to 
experimental data. Assuming that the solar 
angles are already known: 
D = Declination, L = Latitude, A = Solar altitude, 
Z = Solar azimuth, S = Face orientation of 
window analyzed; Then the sun normal intensity 
(N) w/sqm at each hour is: 

)3(sin060.1980)(sin16.1074 AAN ·-·?  

   )7(sin3902.30)5(sin1766.70 AA ·-·-
    (37) )11(sin59234.5)9(sin3842.13 AA ·-·-
   )15(sin606472.0)13(sin93048.2 AA ·-·-

 
It is then necessary to correct the intensities by 
applying an altitude correction factor (Ka) for 
sites with an elevation 300m or greater above sea 
level: 

elevation00002.002.1 ·-?aK        

* sin(A)1elevation0.00005 +··-                (38)                      
          

)3(sin7575.14)(sin649.121 AAIdh ·-·?  

     )7(sin47353.3)5(sin72576.7 AA ·-·-  

    )11(sin52539.0)9(sin22222.2 AA ·-·-     

    )15(sin1311.0)13(sin52164.0 AA ·-·-  

    )15(sin7687.0 A·-                                  (39) 
 
For clear sky conditions: 
I=1 Overall radiation factor, Kc=0.95 Direct 
radiation factor, Kr=0.2 Ground reflection factor, 
c=0   Cloudiness, fc1=l Cloudiness factor 

* +IdhIDHfcKIKaITH c ·····? 1        (40) 

)(cos)(cos SZANIDV /··?                  (41) 
* +ITHKIdhIDVfcKIKITV rca ··-·-····? 5.05.01

                                                                        (42)                       
Window is specified on, the window will receive 
only diffuse radiation and hence: 
IDV = 0, IDH = 0 
 
Numer ical Analysis 
For a general case solution to all the possible 
geometrical problems posed by shading, 
analytical techniques would be cumbersome and 
very complex, and not necessarily quicker or 
more accurate. Analytical techniques could be 
used to find the shading boundaries of the 
problem; numerical analysis is especially useful 
for calculating the area that is shaded. 

Numerical techniques require the splitting up 
of an area to be analyzed into smaller areas. Each 
area is assigned a central point where the 
equations for that area are evaluated. It is 
assumed that the conditions at this point are then 
valid for the rest of the area. Thus the problem is 
broken down into discrete point analysis rather 
than the calculation of a continuum. This is more 
straightforward, and is relatively easy to convert 
into a computing sequence. 

In previous part, , a set of equations were 
derived to establish whether shading of a 
particular point (Dpx, Dpy, Dpz) occurs due to 
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another arbitrarily positioned wall at a certain 
time. It can be seen that it is fairly easy to 
incorporate the testing of a series of data points 
into the analysis of a single larger area. Thus the 
style of the program emerges: The testing of 
these shading equations on sets of data point co-
ordinates throughout the building will establish 
the fractions of the walls that are shaded. 
 

Results and Discussion 
This section gives an example of which aims 

to demonstrate the advantages of the program. 
This is shown as plan view of the site, a listing of 
the results and graphs of the solar radiation in 
watts per square meter on the windows analyzed. 
The building have been analyzed for two time 
intervals, January 800hrs - 1600hrs and June 
800hrs - 1600hrs. This helps show the annual 
variations of sun position and the consequent 
variations in the shading patterns. The 
significance of the shading is very evident. 

 
Figure 6: plan view of example 
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Figure 8: Total Radiation for  5 Windows in 

Example Building 
Time Interval of January 800hrs – 1600 hrs 
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Figure 8: Total Radiation for  5 Windows in 

Example Building 
Time Interval of June 800hrs – 1600 hrs 

 

Conclusion 
The overall objective of this research was to 
stress how important the effects of shading are on 
the incident solar radiation on the building (and 
consequently the cooling load on the air-
conditioning equipment). 
The program described in this research produces 
average solar radiation on walls after shading 
effects have been considered by numerical 
analysis methods. After extensive testing, it is 
hoped that, by integrating a version of this 
program into existing systems, a more realistic 
solar heat gain may be obtained for the site. As a 
result of this, more economical systems can be 
installed that will operate at more efficient levels 
benefiting both the user (capital and running 
costs) and the supplier (more competitive 
quotes). 
The program developed appeared to successfully 
deal with the majority of shading cases that are 
liable to be met in load estimating. The program 
is quick and reasonably accurate (to within about 
2% of hand calculations) with as few as 100 data 
points. The program apparently indicates the 
shading equations are correct together with the 
methodology behind their use. 
  

 References: 
1- Calculation done using Carrier E20-II 

HAP (version 1.1), August 1989. 
2- CIBSE Heat Gains (version 2.13) program. 
3- Carrier HAP (version 1.1) program. 
4- Kasuda, T NBSLD, “The computer 

program for heating and cooling loads”, 
1976. 
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Shading Radiation Data for Window 1 (100 Data Points) 

Month 
Time 
(hr) 

ITV 
(w/sqm) 

IDV 
(w/sqm) %Direct Rad. Total (w/sqm) 

Total 
Watts 

Jan 8:00 105.71 103.41 100 105.71 2643.1
Jan 9:00 384.52 373.09 100 384.52 9614.2
Jan 10:00 515.07 493.91 100 515.07 12878.4
Jan 11:00 524.28 493.67 100 524.28 13108.8
Jan 12:00 451.73 413.97 100 451.73 11294.8
Jan 13:00 327.00 286.01 100 327.00 8176.0
Jan 14:00 178.76 139.89 100 178.76 4469.5
Jan 15:00 45.94 16.70 100 45.94 1148.8
Jan 16:00 7.47 0.00 0 7.47 186.8

Table 1: Calculation Results for  Window 1 in Example Building in January 
 
 

 

Shading Radiation Data for Window 1 (100 Data Points) 

Month 
Time 
(hr) 

ITV 
(w/sqm) 

IDV 
(w/sqm) %Direct Rad. Total (w/sqm) 

Total 
Watts 

Jun 8:00 569.17 499.74 100 569.17 14231.0
Jun 9:00 617.58 531.06 100 617.58 15441.5
Jun 10:00 604.68 503.12 100 604.68 15119.0
Jun 11:00 532.54 417.95 100 532.54 13315.4
Jun 12:00 408.94 284.46 100 408.94 10224.8
Jun 13:00 246.88 117.25 100 246.88 6172.7
Jun 14:00 126.72 0.00 0 126.72 3168.4
Jun 15:00 113.07 0.00 0 113.07 2827.2
Jun 16:00 94.41 0.00 0 94.41 2360.7

 
Table 2: Calculation Results for  Window 1 in Example Building in June 
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ABSTRACT 

 
Proton Exchange Membrane (PEM) based combined heat and power production systems are 
highly integrated energy systems. They may include a hydrogen production system and fuel cell 
stacks along with post combustion units optionally coupled with gas turbines. The considered 
system is based on a natural gas steam reformer along with gas purification reactors to generate 
clean hydrogen suited for a PEM stack. The temperatures in the various reactors in the fuel proc-
essing system vary from around 1000°C to the stack temperature at 80°C. Furthermore, external 
heating must be supplied to the endothermic steam reforming reaction and steam must be gener-
ated. The dependence of the temperature profiles on conversion in shift reactors for gas purifica-
tion is also significant. The optimum heat integration in the system is thus imperative in order to 
minimize the need for hot and cold utilities. A rigorous 1D stationary numerical system model 
was used and process integration techniques for optimizing the heat exchanger network for the 
reforming unit are proposed. Objective is to minimize the system cost. 

Keywords: Fuel cells; Steam Reforming; Heat Exchanger Network (HEN) Synthesis; MINLP. 
 

NOMENCLATURE 
 
ci  Molar concentration [mol/m3] 
C,β  Area cost coefficient and exponent 
CCU/HU  Cost of cold and hot utility 
Cis    Concentration in solid [mol/m3] 
cp,g        Spec. heat capacity of gas [J/(kg·K)] 
dp   Equivalent particle diameter [m]  
dtcui/j   Approach temp. for match i and utility [K] 
Dt,i/e  Internal-/External tube diameter [m] 
Deff,i  Effective diffusion coefficient [cm²/s] 
Der  Eff. radial diffusivity [mfluid/(mreactor·s)] 
f            Friction factor [-] 
F  Heat capacity flow rate 
Fi          Molar rate of specie i [kmol/h] 
Ftotal,i  Total molar flow rate at inlet [kmol/h] 
∆Hi       Enthalpy of reaction [kJ/mol] 
LMTD  Logarithmic mean temperature difference [K] 
p  Total pressure [bar] 
p0  Total pressure at inlet [bar] 
pi  Partial pressure of specie i [bar] 
Pr  Prandtl number [-] 
qcui/huj  Heat exchanged between stream and utility. 
qijk  Heat exchanged between stream (i,j) in stage k. 
r  Radial coordinate [m] 
r j           Reaction rate [kgmol/h/kg cat.] 
rw  Radius at wall [m] 

 
 
 
R  Universal Gas Constant [J/(mol·K) 
Re  Reynolds number [-] 
Ri   Rate for specie [kgmol/h/kg cat.] 
T           Gas temperature [K] 
TIN/OUT  Inlet/outlet temperature of stream [K] 
T0  Inlet gas temperature [K] 
Tis   Temperature within the solid particle [K] 
Twall      Wall temperature [K] 
∆Tijk  Approach temperature match (i,j) loc. k [K] 
us         Superficial velocity [m/s] 
z    Axial coordinate [m] 
zcui/huj    Binary variable denoting utility match 
zijk    Binary variable denoting match (i,j) at stage k 
αw    Wall heat transfer coefficient [J/m²·h·K] 
ε    Void fraction of packing, [m³fluid/m³bed] 
λeff      Effective radial conductivity [J/(m·s·K)] 
λeff,0    Static eff. radial conductivity [J/(m·s·K)] 
ρB        Bed density (incl. porosity) [kg/m3] 
ρg        Gas density [kg/m3] 
ρs    Density of the solid [kg/m3]  
η i/j         Effectiveness of the catalyst, j~rj&i~R i [-]  
ξ     Pellet coordinate in active area, [m] 
Ω         Cross-sectional pipe area [m²] 
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INTRODUCTION 
 
PEM fuel cells are electrochemical devices, which 
efficiently convert energy in hydrogen directly into 
electricity without combustion and with no moving 
parts. The process is the opposite of electrolysis 
and can be compared with the process in a battery. 
The following figure illustrates the principle of a 
single fuel cell: 

H2 in.

H2O, depleted fuel & 
product gases out (H2 ).
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Depleted oxidant and 
product gases out (H2O).
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Fig. 1: Single hydrogen fuel cell. 

 
The polymer electrolyte separates the reactants and 
prevents electronic conduction. The electrolyte 
allows protons to pass through via electro-osmotic 
drag. Electrons feed from the reaction then pass 
through an external loop to supply the given load 
and take part in the cathode reactions. 
 
PEM fuel cells have a potential of approximately 
0.6-0.7 volts, which means that serial stacking is 
necessary in order to get the desired voltage. The 
photo below shows a recent 800W Pt-Rt catalyst - 
50 cell PEM stack developed at FACE AAU, IET: 
 

 
Fig. 2: PEM-stack developed by M.Sc. students. 

 
Hydrogen is not available as conventional fossil 
fuels like natural gas, oil and coal so it must be 

produced either from renewable energy driven 
electrolysis or from fuel processing of hydrocar-
bons. This paper deals with hydrogen production 
by steam reforming (SR) of natural gas (NG). 

T [K] p [bar]  

z=0 z=lreactor 

Tinlet=400°C 

Toutlet=750°C pinlet=3bar 

poutlet=1.7bar 

Packed Catalyst Bed 
Natural gas 

Steam 

Hydrogen rich 
  synthesis gas. 

H2, CO2, CO, 
  H2O & CH4 

Heat supply from      side fired burners 

 
Fig. 3. Schematics of a packed bed NG SR. 

 
Steam reforming in catalytic packed beds (fig. 3) 
has been dealt with extensively. The main advan-
tage compared to other fuel processing technolo-
gies is the high efficiency. The catalyst particles 
are illustrated as spheres in fig. 2 but can have 
various other geometrical shapes. The shape de-
pends on a tradeoff between pressure losses 
through the bed and the active surface area.  

 
Practical and theoretical issues about steam re-
forming were described by Rostrup-Nielsen [1] in 
detail. Froment & Xu [2a]+[2b] developed and 
validated a generalized Langmuir-Hinshelwood 
type kinetic model of the process (assuming that all 
molecules at the catalyst surface are adsorbed). 
This model has been widely accepted. Through this 
work, it was recognized that mass transfer limita-
tions within catalyst pellets are significant for this 
process, which is strongly diffusion controlled.  
 
Only a thin layer of catalyst surface contributes to 
the process. Levent et al. [3] investigated this phe-
nomenon further using a simplified approach for 
spherical catalyst particles.  
 
Rajesh et al.  [4] developed a steam reformer 
model based on the work of Froment & Xu 
[2a]+[2b]. They used a genetic algorithm for opti-
mizing plant economy of large-scale hydrogen 
production plants.  
 
Godat et. al. [19] used a process integration tech-
nique to make a preliminary system analysis of a 
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PEM-steam reforming system. They proved that 
the theoretical efficiency could be improved from 
35% to 49% using appropriate process integration. 
 

SYSTEM DESCRIPTION 
 
A simplified PEM fuel cell steam reforming sys-
tem is illustrated on fig. 4. The temperature levels 
of the different processes are illustrated as well. 
The system involves several reactor steps due to 
gas impurity issues [8]. In the following, the indi-
vidual steps needed in producing hydrogen for 
PEM fuel cells will be described. 

 Fig. 4. SR-system with H2-purification system. 
 
Desulphurization 
Natural gas desulphurization is necessary due to 
the sulphur content in most natural gas sources. 
Sulphur compounds poisons to the nickel catalyst 
used in steam reformers and is also severely 
degrades the efficiency of PEM fuel cells. The 
usual DeS-process is hydrodesulphurization 
(convert the sulphur into H2S followed by a ZnO 
bed to convert the H2S into ZnS(s) and steam [9]). 
 
CO-poisoning of PEM-stacks 
Carbon monoxide (CO) is a severe poison in PEM 
fuel cell stacks since it adsorbs to the electrode. 
The efficiency is strongly degraded if the CO con-
tent in the syngas exceeds 10ppm [8]. The effect is 
time dependant [10]. The process, however, is 
reversible, which means that the PEM stack is fully 
recovered again after some time with operation on 
pure hydrogen. Other methods for faster recovery 
are under development. One method is to add a 
little oxygen to the anode gas. This minimizes the 
problem with CO but leads to more advanced heat 
management in the fuel cell stack due to the exo-
thermic nature of the CO-oxidation. 
 
 

Water Shift Converters 
It is necessary with two steps (LTS & HTS) to get 
rid of CO. Typically water gas shift converters are 
used in two temperature steps to minimize catalyst 
volume. Steam reacts with CO and forms CO2 and 
H2 and thus contributes to hydrogen production. 
 
Preferential Oxidation 
Subsequent to the shift conversion steps the carbon 
monoxide content is still 1-2%, which means that 
further purification is necessary. This is done by 
adding a small fraction of air to the gas in a cata-
lytic reactor. This process is strongly exothermic 
so it is usually done in several steps with interme-
diate cooling to be able to control the process. In 
the conversion process a small amount of the hy-
drogen is lost due to reaction with oxygen forming 
water. 0.5-1% of the H2 is lost in this process.  

 
STEAM REFORMER MODEL 
 
For simplicity, it was chosen to use the 1D-model 
developed by Froment & Xu [2a]+[2b]. 
 
Reaction kinetics 
The overall reaction scheme for the process includ-
ing enthalpies of reaction is summarized as: 

 

4 2 23CH H O CO H+ → + , 〉H = 224.0 kJ/kmol   (1)          

222 HCOOHCO +→+ , 〉H = -37.3  kJ/kmol    (2)            

2224 42 HCOOHCH +→+ , 〉H = 186.7  kJ/kmol   (3)            

 
Rate expressions expressing the kinetic rate of 
disappearance or production of species as function 
of the partial pressures (i.e. expressions represent-
ing reaction kinetics) can be found in the original 
papers [2a] & [2b]. 

Conservation equations 
Since only reaction (1) and (2) are linearly inde-
pendent it is possible to express the overall conver-
sion in terms of two conversion species. Other 
components can be found in terms of the molar 
rates and the conversion of these. It is chosen to 
select CH4 and CO2 as key constituents. Plug flow 
condition (linear velocity profile) is assumed.  
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The species balance along the reactor coordinate 
may be written: 

 

( )331144

4 rrR
dz

dF
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CH ηηρηρ −−ΩΩ= =        (4) 
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BCOCOB

CO ηηρηρ +Ω=Ω=       (5) 

 
The stationary energy balance of the reactor yields: 
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The momentum equation expressing the pressure 
loss through the packed bed is: 

particle

sgt

d

u
f

dz

dp
2ρ

−=                       (7) 

Ergun’s equation [11] was used to calculate the 
friction factor and the equivalent particle diameter 
is defined as the diameter of a sphere with the 
same external surface area per unit volume of the 
catalyst particle, see VDI Wärmeatlas, page Gg 3 
(1974). Initial values for (4), (5), (6) & (7) are zero 
conversion and inlet temperature and pressure. A 
heat transfer model was implemented to calculate 
U and Twall. Thermodynamic properties were calcu-
lated using standard ideal gas mixture rules. Mix-
ture heat conductivity and viscosity were found 
using Wilke’s method. 
 
Calculation of effectiveness factors 
The effectiveness factors in (4), (5) & (6) account 
for intra particle resistance and were calculated 
assuming a simplified slab geometry of the catalyst 
pellets. The factors express the ratio between the 
actual rates due to mass flow resistance in the pel-
lets and the ideal rates based on the catalytic sur-
face. The pellet geometry is illustrated on fig. 5 

 

dp,i = 0.84cm 

H = 1.0cm 

dp,o = 1.73cm 

 0.445cm 

Catalyst surface 

Catalyst carrier Flow 

Tortuous pore 

Surface 

 
Fig. 5. Pellet Geometry. 

For the slab geometry the concentration profiles in 
the catalyst is evaluated at each axial point by the 
following type boundary value problem (BVP) 
differential equation equating the sum of in- and 
outlet fluxes to the species production: 
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It can be assumed that the pellets have same tem-
perature as the bulk flow so that the mass balance 
in (8) is sufficient to describe the intra particle 
flow. Initial values is zero gradient at ξ=0 and con-
centrations equal to bulk conditions at ξ=thickcat.  
 
The BVP was solved using orthogonal collocation 
on finite elements converting the differential equa-
tions into a set of non-linear algebraic equations. 
The solution was approximated using LaGrange 
polynomials. The collocation points were chosen 
as the roots of the Legendre polynomial. See [14] 
for a detailed description of this method. 
 
Average molar fractions produced by the steady 
state steam reformer model are shown on fig. 6: 
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Fig. 6. Species profiles through reactor. 

 
The results correlate very well with simulation 
results publicized in the literature elsewhere 
[2a+2b], [4]. 
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Thermodynamic properties and heat transfer 
Thermodynamic mixture properties were calcu-
lated using standard ideal gas mixture rules. Mix-
ture transport properties such as thermal conductiv-
ity and viscosity were found respectively using 
Wassiljewa’s method as described in [12] based on 
normal boiling points and Wilke’s method as de-
scribed in [13]: 
Mixture data for the transport properties (i.e. ther-
mal conductivity and viscosity) was found using 
Wilke’s method and the regression data for the 
transport properties of the individual species. This 
was done using the interaction coefficients as: 
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Basically, the following procedure can be used in 
calculating the interaction coefficients in for the 
mixture viscosity (10): 
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Effective diffusivities for each gas in the mixture 
have been calculated using the method described in 
[12] as a geometric mean of the Knudsen diffusion 
and binary molecular mixture diffusivities. 
 
In addition [12] gives the wall heat transfer coeffi-
cient and the effective radial conductivity in the 
fixed bed based on the work of De Wasch and 
Froment (1972) as follows [11]: 
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The heat transfer model accounts for radiation and 
conduction between voids in the fluid phase and 
transport between neighboring particles in the solid 
phase. 

 
SHIFT REACTORS & PROX 
 
Fundamentally, the shifts- and PROX reactors are 
modeled with similar assumptions as done in the 
steam reformer model. The reaction kinetics and 
catalyst properties used were taken from [15]. The 
PROX can be modeled using the kinetics in [16]. 

 
MODELING OF PEM STACK 
 
The PEM stack was modeled simplified calculating 
the polarization curve expressing the correlation 
between the stack potential and the current density 
(fig. 7): 
 

Current density [mA/cm²]  

Potential [V]

Activation  
overpotential 
region 

Ohmic 
overpotential 
region 

Concentration 
overpotential 
region 

  
Fig. 7. Typical polarization curve for PEM-stack. 

 
Using the fuel cell model enables calculating the 
inlet flow of natural gas to the reformer needed for 
a certain plant size. 
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In modeling it is assumed that the overall voltage 
is the potential Gibb’s electromotorical force mi-
nus the sum of the individual stack losses: 
 

0 ohmic actV V η η= − −                      (16) 

 
V0 is the potential at zero current minus the con-
centration overpotential [V] governed by the 
Nernst-equation. The ohmic overpotential ηohmic 
[V] is modeled as a linear function accounting for 
the various ohmic losses in the fuel cell mem-
branes, gas diffusion layers and contact resistance. 
 
The activation overpotential can be separated into 
the activation at the anode side and the cathode 
side. The anode activation overpotential is several 
orders of magnitude smaller that the cathode over-
potential so it can be neglected. This yields the 
following coupled differential equations for calcu-
lating the cathode activation overpotential using 
Butler-Volmer kinetics and a homogeneous cata-
lyst layer model. The cathode model uses the con-
cept originally described by Springer et al., 1991: 
 

2

2

0,
0,

exp exp
cathode

O a c c c
cat cathode

O

c F FdI
t i

dy c RT RT

γ
α η α ηÃ Ô Ã Ô−Ã Ô Ã Ô= ⋅ ⋅ −Ä Õ Ä ÕÄ Õ Ä ÕÄ Õ Å Ö Å ÖÅ ÖÅ Ö

 (17) 

 
c catd I t

dy

η
σ
⋅=                           (18) 

 
( )

2

2

1

,

cat yO

eff O

t I IdC

dy n F D
=⋅ −

=
⋅ ⋅

                    (19) 

 
The equations were non-dimensionalized multiply-
ing with the catalyst thickness tcat [m] using the 
catalyst layer coordinate y∈ [0;1]. I is the current 
density [A/m²], CO2 is the oxygen concentration at 
the catalyst layer interface [mol/m3], F is Faradays 
constant, n is the number of electrons involved in 
the reaction (n=4) and I. 
 
Equations 17-19 is solved with initial values for 
the three constitutive variables and the boundary 
condition that the current density should be I=Iy=1 
at y=1 (i.e. the Nafion surface after the catalyst 
layer). The initial cathode overpotential is fitted 
using a shooting method based on a combination of 
parabolic search and golden section search. 

Integration is stopped when the oxygen concentra-
tion reaches zero in the catalyst layer. A linear 
correlation was used to estimate the overpotential 
at y=1, see fig. 8, which shows the variation of the 
constituents in the catalyst layer at I=0.8A/cm² – 
note that (19) has been non-dimensionalized prior 
to integration putting the initial oxygen concentra-
tion at the catalyst surface in the denominator. 
 

 
Fig. 8. Properties in catalyst layer (I=0.8A/cm²). 

 
Several equations are needed to calculate the oxy-
gen concentration at the catalyst layer surface and 
the effective diffusion coefficient Deff,O2 in the cata-
lyst layer material. A thorough description of the 
catalyst layer modeling is given by Marr & Li, 
2000 in their paper “Composition and performance 
modeling of catalyst layer in a proton exchange 
membrane fuel cell”. The additional parameters in 
the electrochemical model such as σ (proton con-
ductivity [S/m]), i0 (exchange current density 
[A/m²]) and αa & αc (anodic/cathodic transfer co-
efficient) can be found here as well. The exchange 
current density is a measure for the electrochemi-
cal activity of the catalyst layer, and it represents 
the current density for system equilibrium. 
 

OPTIMIZATION OF HEN 
 
Using the system model kinetics it is possible to 
establish the flow capacities needed (mass flow 
times specific heat capacity) for each flow. Tem-
perature intervals are given by catalyst properties.  
In order to optimize the heat exchanger network 
(HEN) the method of Yee and Grossmann [17] can 

Integration is terminated here! 

( ) ( )
2 2 10 1 0c c O O yC y C Iη η =
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O initial
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be used. The methodology is to minimize the total 
cost of the HEN, which can be described by the 
following overall objective function [17]: 

 ( )min TotalCost AreaCost FixedCostUnits UtilityCost= + +   (20) 

This method uses a simplified superstructure to 
find the optimum HEN-configuration allowing for 
stream splits. However, it is assumed that the mix-
ing is isothermal. This means that the method is 
correct when no stream splits occur but if this is 
not the case, the method in some cases fails to find 
the optimum solution [18]. An approximation to 
the LMTD method is used to prevent numerical 
difficulties when equal approach temperatures on 
both sides of a heat exchanger occur. Yee and 
Grossmann proposed the Chen approximation (21). 

1 2 1 23
1 2

1

2

2
ln

T T T T
LMTD T T

T

T

∆ − ∆ ∆ + ∆Ã Ô= ≈ ∆ ∆ Ä ÕÃ Ô∆ Å Ö
Ä Õ∆Å Ö

         (21) 

A simplified heat transfer model neglecting heat 
conduction was used. The objective function, 
which has to be minimized subject to appropriate 
constraints, was formulated by Yee and Gross-
mann as follows: 
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(22) 
 
Feasibility of temperature interval matches and 
approach temperatures are applied as constraints to 
(22). The minimum approach temperature (pinch 
point) can be defined using a constraint as well. 
The minimization of the MINLP problem produced 
by (22) can be performed using GAMS using for 
instance the MINLP solver DICOPT. This is an 

algorithm based on outer approximation for solv-
ing mixed-integer nonlinear programming 
(MINLP) problems that involve linear binary vari-
ables as well as linear and nonlinear continuous 
variables developed by professor developed by J. 
Viswanathan and Ignacio E. Grossmann, 1990. 
 
The area cost of the heat exchangers was assumed 
to follow the simplified cost function: 
 Exchanger Cost [$] = Unit Price + C · (Area)β

 

 

An example retrofit HEN using the temperature 
intervals on fig. 4 & heat capacities and flows cor-
responding to 100kWnet output is shown below:  
 

25°C 
25°C 
80°C 

400°C 
145°C 
120°C 
80°C 

480°C 
100°
C 300°C 
750°C 
405°C 
150°C 
130°C 

23.3kW 

48.8kW 

2.2kW 

5.8kW 

37.5kW 

1.7kW 

8.0kW 

 
It is seen that the need of hot utility has been 
eliminated from the system and cooling is reduced. 
  

DISCUSSION 
 
A model of a natural gas reforming fuel cell sys-
tem has been established. Using the parameters 
found in modeling an optimal heat exchanger con-
figuration can be found subject to the overall cost 
of the system. The method needs further investiga-
tion regarding stream splits and the afterburner 
subsystem should be included. 
 
Moreover, the dynamics of the resulting HEN-
networks should be investigated using dynamical 
models of the HEN and the reactors.  
 
It is however expected that the present model will 
be a useful tool in system design in determining 
the optimum amount of heat integration for a given 
heat/power application. In near future it is expected 
to verify this experimentally at Aalborg University. 
 
In the preliminary calculations, the Shift- and PrOx 
reactors were considered adiabatic. Heating these 
reactors externally should be investigated. 
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Abstract 

The paper describes a time-dependent model for calculating heat flow from buried pipes. The 

model is based on the finite element method. In order to minimize the influence of the fact that 

only a finite part of the ground is modelled, the ground block has to be chosen sufficiently large. 

The factors that mainly influence the choice of ground block size are: Media temperatures, 

ground composition and whether the pipes are insulated or not. For district heating pipes a 

ground block of 10 x 20 m is normally sufficient while corresponding dimensions for pipes used 

for heat gathering for heat pumps are 18 x 36 m. The convective heat transfer coefficient at the 

ground surface has a clear influence on the calculated heat flows. Considering errors introduced 

by the assumptions made, a default mesh created in FEMLAB® for the studied applications was 

found to be more than adequate. Although hard to investigate, ground soil properties are surely of 

significant importance to the calculated heat flows. This is especially the case if the medium 

temperature is close to the ground temperature. In the paper it is shown that, particularly when 

studying cases with media temperatures close to the ground temperature, stationary models can 

produce results that differ greatly from time-dependent calculations. 

Keywords: Finite element method, heat flows, buried pipes, time-dependent model 

Nomenclature 

Abbreviations 

, ,

a

b c d

c

DH

f

Q

T

U

α
ρ
λ
σ
τ

$
 

2

2

Thermal diffusivity [m /s]

Distances [m]

Specifik heat [kJ/kgK]

District heating

A general function

Heat flow [W]

Temperature [ C]

Overall heat transfer coefficient [W/K]

Convective heat transfer coeff. [W/m

°

3

K] 

Density [kg/m ]

Conductive heat transfer coeff. [W/mK]

Average deviation between results [%]

Time [days]

Subscripts 

air

air/ground

casing

 

Property related to air

Surface between air and ground

Property related to casing pipe

 

ground

ins

pipe

ret

sup

water/pipe

Property related to ground

Property related to insulation

Property related to medium pipe

Return medium (low temperature)

Supply medium (high temperature)

Surface between water and pipe

Introduction 

Heat flows to and from buried pipes are of interest 

in a number of applications. Two common fields 

are district heating and heat gathering for heat 

pumps. In a district heating system heat flows from 

the pipes are adverse to system performance. In the 

case with heat pumps, during wintertime heat 

extraction from the ground gives a heat 

contribution to the building and during 

summertime heat could potentially be rejected to 

the ground in order to obtain a cooling effect on 

the building. Thus, a low resistance to heat transfer 

is positive in this case. The aim of this paper is to 

provide the reader with information needed to 
_________________________ 
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perform accurate heat flow calculations for buried 

pipes. The calculations are based on the Finite 

Element Method (FEM). The commercial software 

FEMLAB® was used for the calculations. For 

details on the theory of the FEM the authors refer 

to Ottosen et al [1].   

Description of a time-dependent 

FEM-model 

The geometry for the FEM-model and definitions 

used in the paper are shown in Figure 1. 

 

Tsup= fsup(τ) Tret = fret(τ) c 

d 

b b 

b 

Ground 

Tair = fair(τ) gair/ground

gwater/pipe 

0Q =$

0Q =$ 0Q =$

 
Figure 1 Geometry for FEM-model 

The model consists of a ground block of size b x 

2b metres and two pipes located in the horizontal 

centre of the block with an internal distance of c 

metres. The distance from the pipe head to the 

surface is d metres. In Figure 1 the pipes are shown 

as DH pipes and are thus insulated. The details for 

the DH pipes used in the calculations are shown in 

Figure 2.  
 

Casing Insulation 

Medium pipeMedium

88.9 82.5174 180 

[mm] 

 
Figure 2 Details for DH pipe 

The air and media temperatures are functions of 

time. The boundaries towards the air and the media 

are set as convective. Both the convective heat 

transfer coefficient at the ground surface and at the 

pipe walls are regarded to be constant. The 

boundaries between the ground block and the 

surrounding ground are set as perfectly insulated 

(i.e. symmetry). Unless otherwise is stated the 

assumptions according to Table 1 and Table 2 are 

used throughout the paper. 

Property Value 

Convective heat transfer 

coefficient, air/ground, gair/ground 
15 W/m2K 

Convective heat transfer 

coefficient, water/pipe, gwater/pipe 
2500 W/m2K

Size of ground block, b 10 m 

Distance between pipes, c 

(insulated pipes) 
0.2 m 

Distance between pipes, c 

(uninsulated pipes) 
2 m 

Pipe depth, d (insulated pipes) 0.6 m 

Pipe depth, d (uninsulated pipes) 1.5 m 

Table 1 Assigned values to various properties 

 

Material Heat 

conductivity, 

そ, [W/mK] 

Density, 

と, 

[kg/m
3
] 

Heat 

capacity, 

c, [J/kgK]

Pipe 

(steel) 
76 7850 480 

Insulation 

(PUR) 
0.030 60 1700 

Casing 

(PEH) 
0.43 940 1900 

Ground 

(moraine)
1.5 1800 1200 

Table 2 Thermal properties of pipe, insulation, 

casing and ground 

Since the scope of this paper is to investigate the 

influence of various assumptions on the calculated 

heat flows it is easier to interpret the results if the 

material properties are constant, see Table 2. 

However, when performing calculations for a 

specific case dependence on temperature, time or 

location should be regarded and can easily be 

implemented in FEMLAB®. 

 

In the model, only heat conduction in the ground is 

considered. Based on a discussion in Sundberg [2] 

it is concluded that conduction is the most 

important heat transfer mechanism in most types of 

soil. The largest error related to this simplification 

is probably due to the fact that energy 

bound/released at the phase-change ice/water is 

neglected. 

Initialising the model 

In order to obtain a realistic temperature 

distribution in the ground at the beginning of all 

calculations in the paper, an initial calculation 

covering a period of 4 years is performed. The 
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states at the end of this calculation are then 

mapped as the initial state to the calculations that 

are analysed. The FEMLAB® commando 

“asseminit” is used for the mapping. 

Ground temperature distribution in 

reality and in model 

A description of stationary calculations of heat 

losses from DH pipes is found in Jonson [3]. The 

results presented there are very close to 

specifications from pre-fabricated district heating 

pipe manufacturers. The main objection to this 

kind of calculations is that the problem, which is 

clearly time-dependent, is treated as a stationary 

one. As a consequence of the time-dependent 

reality a correct ground temperature distribution 

can never be obtained using a stationary model. 

Real ground temperature distribution  

Figure 3 shows a typical yearly range of ground 

temperature variation at different depths. In this 

case the ground temperature varies around an 

average value of 8 °C. Due to the thermal inertia of 

the ground the temperature at the surface varies 

between -4 – +23 °C while at depths below 6 m it 

is relatively constant. The exact details of how the 

temperature will vary with depth during a year 

depends on the composition of the ground, as will 

be shown below, and the climate.  

Temperature, °C 
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Figure 3 Ground temperature variations during a 

year in Ottawa, Canada, adapted from Williams & 

Gold [4] 

Modelling the ground 

If a material is considered as homogenous (i.e. 

そ(x,y,z) = constant) and there is no internally 

generated heat, the equation of heat conduction can 

be simplified to: 

2 2 2
2 2

2 2 2
 (1)

T T T T
T a T

c cx y z

λ λ
τ ρ ρ

Ã Ô∂ ∂ ∂ ∂= + + = ∇ = ∇Ä Õ∂ ∂ ∂ ∂Å Ö

The term (そ/とc) is called the thermal diffusivity 

and is denoted a. According to (1) the thermal 

diffusivity is a measure of how the temperature in 

a material changes with time, k, when exposed to a 

disturbance. In Figure 4 is shown how the 

temperature varies with depth according to FEM-

calculations in two extreme cases approximately 

representing dry moraine and granite with a high 

fraction of quartz, respectively, as specified in 

Table 3. The model shown in Figure 1, apart from 

the pipes, with b=20 m was used. 

 

Material そ, 

[W/mK] 

と, 

[kg/m
3
] 

c, 

[J/kgK]

Moraine, dry 0.6 1800 1600 

Granite, high 

fraction of quartz 
4 2700 800 

Table 3 Thermal properties of ground, extreme 

cases 

The air temperature in Figure 4 was varied as:  

2
7 11sin                                       (2)

365
airT

πτÃ Ô= + Ä Õ
Å Ö  

 
Figure 4 Calculated ground temperature variations 

during a year 

Figure 4 shows that the thermal properties of the 

ground significantly influences how the air 

temperature penetrates the ground. For instance, in 

the left case, the ground temperature is essentially 

constant at a depth of 6 m while for the right case it 

varies with an amplitude of about 2.5 °C.   

 

An alternative way to display the results from the 

calculations is to study how the temperature varies 

with time at different depths. In Figure 5, temp-

erature variations at depths 0-10 m is shown. 
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Figure 5 Calculated ground temperature variations 

at depths of 0, 2, 4, 6, 8 and 10 m 

In Rosén et al [5] it is stated that temperature 

variations in the ground normally decrease 

exponentially with depth and that it can be 

compared to harmonic oscillations that are 

dampened and phase shifted compared to the 

temperature variations at the ground surface. This 

is a good description of the results in Figure 5 and 

thus it seems that the model produces realistic 

results. 

Influence of introduced assumptions 

In this section the influence of some of the 

assumptions made will be investigated. All 

calculations are based on the model in Figure 1. 

Since the influence of the assumptions made may 

depend on the situation studied three different 

cases, according to Table 4, will be regarded. The 

cases were chosen in order to compare some 

qualitatively different situations. Considering real 

applications the first two cases can be taken to 

approximate high/low temperature DH while the 

third case corresponds to heat gathering from the 

ground for a heat pump. 
 

Case 

nbr 

Insu-

lation 

Supply 

temperature 

Return 

temperature 

1 Yes 
2

110 10sin
365

πτÃ Ô− Ä Õ
Å Ö

 

2
40 5sin

365

πτÃ Ô+ Ä Õ
Å Ö

 

 

2 Yes 
2

70 10sin
365

πτÃ Ô− Ä Õ
Å Ö

 

2
20 5sin

365

πτÃ Ô+ Ä Õ
Å Ö

 

 

3 No 
2

2 5sin
365

πτÃ Ô+ Ä Õ
Å Ö

 

2
6sin

365

πτÃ Ô
Ä Õ
Å Ö

 

 

Table 4 Description of studied cases 

The studied period is one year and the heat flows 

are calculated every 48 hours. The deviation in 

calculated results between a case k and a reference 

case is estimated as: 

( ) , ,

1,

1
               (3)

N

k i ref i

iref i

Q Q
N mean Q

σ
=

= −
⋅

Â $ $
$

  

According to (3) j represents the average deviation 

between the reference case and case k in percent of 

the mean value in the reference case. Thus, as j 

approaches zero the difference between case k and 

the reference case is small. 

 

The calculated net heat flows from the return and 

supply pipes for the three cases in Table 4 are 

shown in Figure 6. 
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Figure 6 Net heat flows from pipes in three cases 

In Figure 6 a net heat flow from a pipe is assigned 

a negative value while a net heat flow to a pipe is 

positive. For the cases with insulated pipes (cases 1 

and 2) there is a net heat flow from the pipes to the 

surrounding. The heat losses are larger in case 1 

than in case 2 due to the higher temperatures in the 

first case. Since the distance between the pipes is 

only 0.2 m the temperature fields around the two 

pipes coincides. This causes the heat losses to be 

smaller compared to if the two pipes are placed at a 

large distance from each other. In the case with the 

uninsulated pipes, case 3, the net heat flow is 

positive for both the return pipe and the supply 

pipe. Since the temperature in the supply pipe is 

closer to the surrounding ground temperature the 

net heat flow to this pipe is lower than to the return 

pipe. 

Ground block size 

In order to reduce the influence of the finite ground 

block studied it has to be chosen sufficiently large. 

On the other hand a larger ground block will 

increase the computational time and thus it should 

not be unnecessarily large. In Figure 7 it is shown 

how the calculated heat loss in the three cases 

changes as the distance b in Figure 1 is varied. For 

all cases the calculated heat flows at b = 20 m is 

used as reference in (3). 
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Figure 7 Change in calculated heat flows as a 

function of b 

The overall tendency of the curves in Figure 7 is 

that the derivative of j(b) decreases as b increases. 

I.e. the incremental gain, considering accuracy, 

with increasing the ground size block becomes 

smaller for large values of b. Considering the 

gentle slope of the curves to the right of Figure 7 

the calculated heat flows at b = 20 m must be close 

to the value when b is infinity and is therefore 

considered as the ‘true’ values. When the results in 

Figure 7 are studied it should be remembered that 

the distance between the pipes is 2 m in case 3 and 

0.2 m in cases 1 and 2. 

 

According to Figure 7 the difference between the 

cases is large regarding the influence of the ground 

block size, b. For instance, the deviation j is below 

0.7 % at b > 6 m for cases 1 and 2, while for case 3 

b has to be chosen as > 14 m to obtain this. The 

large difference in required b value cannot be 

explained solely by the difference in internal pipe 

distance. First, in cases 1 and 2 the pipes are 

insulated, and since the temperature gradient is 

steep within the insulation the influence of the 

pipes on the surrounding ground temperature is 

small. Second, since the temperature difference 

between the media in the uninsulated pipes and the 

surrounding ground is small, an incorrect ground 

temperature will have a large influence (in percent) 

on the calculated heat flows. The magnitudes of 

the temperature difference is also the reason that j 

is greater for the return pipe than for the supply 

pipe in cases 1 and 2 and the opposite in case 3. 

Particularly in cases 1 and 2 the greater deviation 

for the return pipes can also be explained by the 

fact that heat flows from the supply pipe to the 

return pipe. As the ground block around the pipes 

is increased the influence of the insulated 

boundaries decreases, and therefore also the heat 

flow between the media decreases. 

 

Finally, considering the great influence the ground 

properties has on the ground temperature 

distribution, according to Figure 4, the selection of 

the distance b must be influenced by the ground 

properties. This will be studied later on in this 

paper. 

Mesh size 

The fundamental idea of the finite element method 

is to divide the geometry into small elements. In 

each element a rather crude estimation of how the 

property varies within the element is made. If the 

size of the elements is too large this can introduce 

errors. For this reason it is of interest to investigate 

how the calculation results changes when the 

element size is decreased. The default mesh 

generated by FEMLAB® consists of 18568 

elements in cases 1 and 2 and 6650 elements in 

case 3 (due to the less complex geometry). The 

refined meshes consist of 74272 and 26600 

elements, respectively. Due to lack of data storage 

capacity the computer used (having 736 MB 

RAM) could not compute cases 1 and 2 using the 

refined mesh and therefore only case 3 could be 

investigated. 

 

As the mesh was refined in case 3 the deviation, j, 

between calculated heat flows using a refined mesh 

and the default mesh was 0.091 % for the return 

pipe and 0.061 % for the supply pipe. Considering 

the influence of other assumptions made and the 

increase in computational time when using a 

refined mesh the default mesh created in 

FEMLAB® is more than adequate. It is assumed 

that the general result also holds for cases 1 and 2. 

Boundary conditions 

Regarding the choice of boundary conditions the 

convective boundaries at the ground surface and 

inside the media pipes is a natural choice. Figure 8 

and 9 demonstrate how the calculated heat flows 

are influenced by the values of gwater/pipe and 

gair/ground. The heat flows at gwater/pipe = 4500 W/m2K 

and gair/ground = 25 W/m2K are used as reference 

values in (3). 
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Figure 8 Change in calculated heat flows as a 

function of gwater/pipe 
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Figure 9 Change in calculated heat flows as a 

function of gair/ground 

If a single pipe in the ground is considered the heat 

flow from it can, simplified, be expressed as: 

/ /

/

/

                                              (4)

1 1 1 1 1 1

water pipe air ground

tot media surr

media surr

pipe ins casing ground

Q U T

T

U U U U U Uα α

= ⋅∆ =
∆

+ + + + +

$

For a well-insulated pipe, 1/Uins is dominating in 

the denominator in (4) and therefore a change in 

the heat resistance for the other components will 

only have a limited influence on the heat flow. For 

this reason the influence of gwater/pipe is negligible in 

cases 1 and 2. For a pipe with no insulation the 

term corresponding to insulation in (4) is not 

present and therefore the influence of gwater/pipe is 

larger (but still small). As gwater/pipe and gair/ground is 

increased it holds that the incremental influence 

they have on Utot decrease. For this reason the 

derivative of the curves in Figure 8 and Figure 9 

decrease when moving to the right. 

 

The value of gair/ground has a much greater influence 

on the calculated heat flows than gwater/pipe. This is 

partly due to the fact that gair/ground, according to (4), 

influences Utot, but apart from this it also indirectly 

influences the ground temperature. The closer the 

media temperatures are to the ground temperature 

the greater the influence of gair/ground, i.e. the ground 

temperature, will be on the calculated heat flows. 

This trend is apparent when studying the results in 

Figure 9. 

 

At large distance (in all directions) from the pipes 

the ground temperature distribution is not 

influenced by the presence of the pipes. If a cut is 

made in the undisturbed ground, the temperature is 

exactly the same on both sides of the cut. In other 

words, symmetry prevails. Thus, considering that 

perfectly insulated boundaries also can be regarded 

as symmetry planes the vertical ground boundaries 

in Figure 1 should be set as 0Q =$ . The boundary 

condition on the lower ground boundary can be 

chosen either as 0Q =$  or as a constant temperature 

(equal to the average temperature at the depth). As 

long as the ground block is chosen to be of 

sufficient depth, these alternatives will produce the 

same result. An advantage with using a perfectly 

insulated lower boundary is that it is not necessary 

to know the average temperature of the soil. Apart 

from this it is also easier, by studying if the 

temperature variations at the bottom of the ground 

block is relatively constant or not (compare with 

Figure 4), to determine if the ground depth is set 

sufficiently large when using 0Q =$ . 

Ground properties 

Considering the large influence the properties of 

the ground has on the ground temperature 

distribution, according Figure 4, the calculated heat 

flows must also depend on ground material 

properties. In Table 5 the calculated heat flows in 

cases with ground properties according to Table 2 

(reference cases) is compared to calculated heat 

flows using the quite extreme ground properties in 

Table 3. 
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Case jreturn [%] jsupply [%] 

1, moraine 24.0 11.0 

1, granite 13.3 5.7 

2, moraine 33.9 10.5 

2, granite 19.0 5.4 

3, moraine 58.5 57.8 

3, granite 155.5 151.3 

Table 5 Deviation between calculated heat flows 

depending on ground properties 

According to the results in Table 5 the ground 

properties have a large influence on the calculated 

heat flows. As the thermal diffusivity is increased 

the temperature variations at a given depth will 

increase, Figure 4. Thus the heat flow to/from the 

pipes will increase during some periods and 

decrease during others. Apart from this the 

insulating capacity for granite is lower than for 

moraine and this also affects the resulting heat 

flows. From Table 5 it can be concluded that the 

assumed ground properties for most applications is 

of great importance to the calculation results. 

Unfortunately the exact ground composition is 

often time consuming to investigate.  

 

As the influence of the ground properties is studied 

we will return to the previous discussion regarding 

the selection of the ground block size. A 

temperature source will influence a greater part of 

the ground as the thermal diffusivity of the ground 

is increased. Considering this it is relevant to study 

how the results in Figure 7 are affected if the 

reference ground is replaced by granite with a high 

fraction of quartz (Table 3), see Figure 10. 
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Figure 10 Change in calculated heat flows as a 

function of b, ground with large thermal diffusivity 

Stipulating that the deviation, j, should be below 

0.5 % for both the supply and return pipe, the 

required distances b according to Figure 7 is 6, 8 

and 14 metres in cases 1, 2 and 3, respectively. The 

corresponding b values in Figure 10 are 8, 10 and 

18 metres. Thus, as the thermal diffusivity of the 

ground is increased the ground block should be 

chosen larger. However, it should be pointed out 

that the assumed thermal diffusivity of the granite 

in Figure 10 is very high and considering this a 

distance b in Figure 1 of 16-18 metres should be 

sufficient for most cases.   

Comparison between stationary and 

time-dependent models 

In this section the time-dependent model is 

compared to a stationary model. Heat loss 

calculations are performed using the air and media 

temperatures in (2) and Table 4. In the stationary 

model heat flows are calculated using momentary 

values of the temperatures. In the time-dependent 

model the heat flows are calculated continuously. 

The deviation in calculated heat flows between the 

stationary and the time-dependent model, using the 

time-dependent model as reference, is shown in 

Table 6. 

Case

nbr 
jreturn [%] jsupply [%] 

1 8.2 2.3 

2 22.5 3.7 

3 59.9 93.7 

Table 6 Comparison of calculated heat flows using 

a time-dependent or a stationary model  

From the results in Table 6 it is obvious that a 

stationary model can introduce significant errors. 

The deviation in percentage is greater the closer to 

the ground temperature the media temperature is. 

For this reason the deviation in calculated heat 

flows between the stationary and the time-

dependent model is very large in case 3 and much 

less in case 1. While the assumption of stationary 

conditions in some situations, at best, is acceptable, 

case 1, it might be catastrophic in other 

applications, case 3. 

Using measured data as input to 

FEM-model 

A nice feature in FEMLAB® is that it is possible to 

use measured data as input to the FEM-model and 
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thereby simulating real situations. An example of 

this can be found in Persson & Wollerstrand [6] 

where heat losses from a DH culvert were 

calculated using measured media and air 

temperatures. 

 

When implemented in FEMLAB®, both the value 

of the measured property and the derivative of the 

property must be defined. Both values can be 

specified using a look-up table and the Matlab 

commando “flinterp1”. When using look-up tables 

it is important to choose a sufficiently short sample 

time. In our case the “measured” properties varies 

as sinus waves with a period of 365 days. In  

Figure 11 the calculated heat flows using look-up 

tables with different samples times are compared 

to the corresponding values when the analytical 

expressions in (2) and Table 4 are directly 

implemented in FEMLAB®. 
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Figure 11 Comparison of calculated heat flows 

using analytical expressions and look-up tables 

According to Figure 11, the sensitivity to sample 

time is dependent on the situation studied. A 

general trend seems to be that when the amplitude 

of the variations is large, compared to the mean 

value of the property, a short sample time should 

be chosen. Considering computational times, see 

below, it is advised to use as short sample times as 

possible and at least not greater than 1/30 of the 

period of the variations of the measured properties. 

Computational times 

Finally, some comments will be made on the 

computational times for the three cases studied 

using different models. The computational times 

are displayed in Table 7. The computations were 

performed on an Intel Pentium 4 2.4 GHz with 736 

MB RAM and Windows XP as operating system. 

Version 2.3 of FEMLAB® was used. 

 

Type of model Case 1 Case 2 Case 3

Reference case 2024 2024 750 

b=20 2160 2090 801 

Refined mesh — — 3615 

Stationary model 2171 2163 876 

Look-up table, 

sample time 12 h 
2084 2082  773 

Look-up table, 

sample time 1200 h 
6673 6295 2675 

Table 7 Computational times in seconds for 

different cases using different models 

According to Table 7 the computational time is not 

affected by the temperature difference in cases 1 

and 2. Neither has the size of the ground block a 

significant influence on the computational time. 

The less complex geometry of case 3 is 

significantly faster to compute than cases 1 and 2. 

Considering this, and the certainly small influence 

of the pipe and the outer casing, the DH pipes in 

Figure 2 could be reduced to only consisting of the 

insulation if computational time is crucial. Using 

look-up tables with a relatively short sample time 

only has a small effect on the computational time 

while greater sample times actually increases it. 

The authors’ guess is that this is due to the 

occasionally rapid changes of the derivative when 

stepping through the look-up table.    

 

Using a refined mesh greatly increases the 

computational time. The computational time using 

a stationary model is actually almost identical to 

the time-dependent model. However, since the 

time-dependent model always has to calculate for 

the whole period studied as well as for an 

initialising period the comparison is greatly 

dependent on the sample time. The computational 

time decreases when using the stationary model if 

the sample time is increased. 

Conclusions 

Factors that influence the choice of ground block 

size are: Media temperatures, ground composition 

and whether the pipes are insulated or not. For DH 

pipes a ground block of 10 x 20 m should be 

sufficient, while the corresponding value for cases 

with heat gathering for heat pumps from the 

ground is 18 x 36 m. The value of the convective 

heat transfer coefficient at the ground surface has a 
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clear influence on the calculated heat flows. Of the 

factors studied in this paper the ground properties 

has the greatest influence on the calculated heat 

flows. A stationary model may produce results that 

differ greatly from those calculated with a time-

dependent model. This is especially the case if the 

media temperatures are close to the ground 

temperature. When using look-up tables in 

FEMLAB® the sample time should be chosen 

small considering both accuracy and computational 

time. 
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Abstract 

The paper describes a dynamic model of a domestic hot water circulation system. The 

components of the system are described in mathematical terms and it is shown how they are 

implemented in Simulink®. The components studied are: pipes, self-acting thermostatic valves, 

circulation pumps and heat exchangers. Apart from this, two methods to calculate flow distri-

bution in systems with extraction points are described. The first method is a further development 

of an explicit method based on Kirchoff’s law for calculating flow distributions in closed sys-

tems, Persson [1]. The second method is based on the fact that the net pressure drop in a closed 

loop is zero (known as the Hardy-Cross method). To reduce computational time both methods 

should involve two flow calculation modes, one iterative and one explicit, depending on if flow is 

extracted from the system at the current time step or not. Flow calculations are established 

primarily in a form adapted for implemention in Simulink®. When numerical problems arise an 

equation solver in Matlab® can be used since this code, in contrast to the iterative solver within 

Simulink®, can be supplied with an initial guess, thus making the solver more stable. Considering 

computational time the Matlab® call-back should be converted to an S-function. It is also shown 

that the application Real-Time Workshop® greatly speeds up the calculations. 

Keywords: Domestic hot water circulation, Simulink, dynamic model, flow calculation 
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Subscripts 
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Introduction 

A typical domestic hot water (DHW) system in a 

residential building consists of a DHW heater (1), 

distribution pipes (2), circulation pipes (3), a 

circulation pump (4) and connecting pipes (5), 

Figure 1. The water is circulated through a number 

of risers situated at different distance from the 

heater in the building. As pressure losses increase 

with increasing distance from the heater, the water 

flow distribution among the branches will be 

uneven unless hydraulic balancing has been 

employed. If the same temperature level on the 

return from all the branches is to be kept, the 

circulating flow in the outermost branches must be 

higher than the flow in the branches closer to the 

heater. This is due to the temperature drop along 

the system caused by heat losses. This topic is 

treated more extensively in Wollerstrand & 

Persson [2]. 

 

DH, supV$

Riser nbr: 1211 2 

(1) 

Thermostatic valve  

(2) 

(4) 

(3) 

(3) 

1 

(5) 

DH, retV$

DHWV$
DHWCV$

 

Figure 1 Principal scheme of a DHW circulation 

system 

Description of the components in a 

DHW circulation system 

The DHW system studied in this paper is shown 

in Figure 1: It consists of a heat exchanger, pipes, 

thermostatic valves and a pump. In this section 

these components are described mathematically 

and it is shown how they are implemented in 

Simulink®. The mathematical descriptions are 

based on previous work by the authors and by 

others as well; for a more detailed discussion cf. 

Persson [1], Gummérus [3] and Hjorthol [4].  

Pipe model 

Both when modeling pipes and heat exchangers 

the components are divided into a number of 

sections. By writing energy balances for each 

section the components can be modeled. First the 

water in a pipe section is studied. By formulating 

a heat balance for the water in a pipe section and 

then differentiating it the following expression is 

obtained, Persson [1]: 
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Next an energy balance for the pipe wall can be 

formulated, and by differentiating we obtain: 

( )

( )

, ,

- ,

,

- ,

1

2

                        (2)

w in w out

p w p i p p

p p p

p surr o p p surr

T T
T A T

t m c

A T T

α

α

Ç +Ã Ô∂ = − −È Ä Õ∂ Å ÖÉ
×− Ú

 

In (2) heat conduction within the pipe wall is 

disregarded and the mean temperature difference 

between the medium and the pipe is based on the 

arithmetic mean value of the inlet and outlet water 

temperatures. By modeling the pipe according to 

(1) and (2) it is assumed that the water is being 

perfectly stirred. One negative aspect of this 

assumption is that water having the inlet 

temperature when entering the pipe will have an 

immediate influence on the outlet temperature. 

This is not physically correct and therefore the 

inlet temperature should be delayed. The transport 

time for the flow through the pipe can be 

calculated as, Persson [1]: 

 
                                                         (3)

p

transp

V
t

V
= $  

However, due to the heat exchange between the 

flowing water and the pipe wall the temperature 

front will propagate somewhat slower than ttransp. 

As a measure of the difference in transport 

velocity between the temperature front, ちT, and the 

flow, ち, Larsson [5] defines: 

                                                                (4)TF
ν
ν

=
 

F is <1 and decreases as the ratio between the pipe 

wall thickness and inner diameter increases. 

According to (4), the transport time for the 

temperature front is obtained by dividing the right 

hand side of (3) by F. In Simulink® this can be 

implemented as shown in Figure 2. 
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Figure 2 Implementation of transport time for 

temperature front in Simulink® 

Treating the pipe wall as given by (1) and (2) 

results in a significant computational time. Thus, 

depending on the type of investigation made it 

could be desirable to make a simplification and 

disregard the pipe wall. Equations (1) and (2) are 

thereby replaced by: 
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In Figure 3 is shown how (5) can be implemented 

in Simulink®. In (5) a Logarithmic Mean 

Temperature Difference, LMTD, between the 

medium and the surroundings can also be used. If 

the surrounding temperature, Tsurr, is regarded as 

constant a look-up table can be used for deciding 

LMTD. The use of a look-up table is 

advantageous considering computational time. 

 

Figure 3 Implementation of (5) in Simulink® 

Since the pipe wall is not considered in Figure 3 a 

“Transfer Fcn”-block, as shown in Figure 2, can 

be used for introducing some additional inertia to 

the system. The physical interpretation of this time 

constant is that it represents the thermal inertia of 

the pipe wall. 

Heat exchanger model 

The mathematical formulation of a heat exchanger 

and a pipe is quite similar. For the heat exchanger, 

equations must be formulated for hot water flow, 

cold water flow and for the wall separating them. 

By formulating energy balances for these three 

parts and differentiating the following equations 

are obtained: 

( ) ( ), , , ,

,

, ,

1

                 (6)
2

c out c p c c in c out

c p c

c in c out

c wall

T m c T T
t m c

T T
A Tα

∂ Ç= − −É∂

×+Ã Ô
− ÙÄ Õ

Å ÖÚ

$

( ) ( ), , , ,

,

, ,

1

                (7)
2

h out h p h h in h out

h p h

h in h out

h wall

T m c T T
t m c

T T
A Tα

∂ Ç= − −É∂

×+Ã Ô
− ÙÄ Õ

Å ÖÚ

$

( ) , ,

, ,

1

2

                 (8)
2

h in h out

wall h wall

wall wall

c in c out

c wall

T T
T A T

t m c

T T
A T

α

α

Ç +Ã Ô∂ = − −È Ä Õ∂ Å ÖÉ
×+Ã Ô

− ÙÄ Õ
Å ÖÚ

 

Considering the fact that many of the terms in (6) 

–(8) are identical, the equations can quite easily be 

implemented in Simulink®. If reduced computatio-

nal time is considered essential mainly elementary 

blocks such as “Sum” and “Product” should be 

used. The temperature fronts for the hot and cold 

water flows within the heat exchanger should be 

delayed, as in the case with the pipe in Figure 2.  

 

When approximating the temperature profile to be 

linear, as in (6) – (8), the heat exchanger must be 

divided into sufficiently many sections so that the 

theoretically correct temperature profile, which is 

logarithmic, can be accurately estimated. 

However, the computational time increases with 

the number of sections and for this reason not too 

many sections should be used. For most 

applications a suitable choice is to divide the heat 

exchanger into 3-5 sections, Persson [1]. 
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Pump and thermostatic valve models 

Thermostatic valves used in DHW circulation 

systems are normally self-acting and linear. In 

Figure 4 is shown how such a valve can be 

modeled. This model will be discussed next. 

 

Figure 4 Thermostatic valve model 

Since the valve is self-acting no actuator is 

needed, and as a consequence the main inertia 

within the controller is due to the time constant of 

the temperature sensor. Hjorthol [4] has shown 

that sensors placed directly in flowing water with 

an adequate accuracy can be described only by a 

single time constant. Due to internal friction in the 

valve there is always some degree of 

play/hysteresis within the valve. To reduce wear 

of the valve some hysteresis can also be 

introduced deliberately. 

 

The proportional band, Xprop, is a measure of how 

large the control error, e=Tset – T, must be for the 

valve to fully open and is defined as: 

0% 100%                                       (9)prop z zX T T= == −
 

The valve opening degree, z, must be within the 

limits 0-100 %. Apart from this also some 

minimum opening degree > 0 % is sometimes 

introduced in order to facilitate the control. If an 

actuator had governed the valve position also the 

movement rate of the valve should be limited 

using a “Rate limiter”-block. 

 

Once the valve position is known the 

corresponding kv-value can be decided. In Figure 

4 the valve is linear and the current kv-value is 

obtained as the valve position times the kv-value 

for a fully open valve. If the valve is not linear a 

look-up table containing the valve characteristics 

can be used. Once the kv-value of the valve is 

known the flow can be calculated using (10) (see 

below). 

 

Pumps used in DHW circulation systems are 

normally run at constant speed. The pump model 

used in the DHW circulation model is very simple 

and consists of a 1-D look-up table describing the 

pump characteristics. The input to the look-up 

table is calculated flow and the output is 

differential pressure across the pump. The 

interaction with the rest of the model then results 

in a new flow and so on. For a variable speed 

pump a 2-D look-up table can be used with the 

additional input of speed. 

Calculation of flows in a DHW 

circulation system 

In this section two methods of calculating flows in 

a DHW circulation system will be described. 

From this kind of systems water is frequently 

drawn off in the tapping-cocks. The size of the 

extracted flows is here regarded as known and is 

input to the calculations. Before the methods are 

described some general theory will be reviewed. 

 

For fully turbulent flows the relationship between 

volume flow and differential pressure across a 

component can approximately be expressed as: 

                                                      (10)vV k p= ⋅ ∆$  

Where (for linear valves): v vsk k z= ⋅
 

I.e., the volume flow is proportional to the square 

rot of the differential pressure and the 

proportionality factor is kv. For valves the kvs-

value is frequently used to describe the capacity of 

the valve at 1 bar pressure drop. It should be noted 

that throughout this paper all components are 

defined by flow capacity, which should not be 

confused with flow resistance. By using (10) the 

equivalent kv-value for N components connected 

in parallel/series can be calculated as, Persson [1]: 

, , ,  
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Method for calculating flows based on an 

analogy to Kirchoff’s law  

Schematically the DHW circulation system as in 

Figure 1 could be regarded as: 
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〉ppump 

Branch nbr: 1 i N-1 N 

 

Figure 5 Schematic sketch of a DHW circulation 

system 

Now study one of the branches (risers) in Figure 

5. In detail each branch can be represented in the 

following way: 

 

 

 

,br iV$  

,DHW iV$

, ,br i DHW iV V−$ $

kv,br,i1 

kv,br,i2 

kv,br,i3 Variable flow resistance 

Flow resistance in pipe 

Extraction point 

 

Figure 6 Details of one branch in Figure 5   

The pressure drop across a branch, 〉pbr,i, where 

flow is extracted in one point can be expressed as: 
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2 2 2
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2 2 2
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From this we obtain: 
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2 2 2
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1

1
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,

Where: a                                 (13)
br i DHW i

i

br i

V V

V

−
=

$ $
$

Once the equivalent kv-value for each branch, 

kv,br,i,eq, is known the next step is to calculate the 

equivalent kv-value for the whole system. The 

calculations start at the outer-most branch, cf. 

region A in Figure 7. 

A

B

C
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Figure 7 Calculation regions 

The equivalent kv-value for this region can be 

calculated according to (13). Note that the 

extracted flow in branch N has already been 

considered when calculating kv,br,N,eq and is not to 

be accounted for again in the term corresponding 

to the pressure drop in the branch. However, it 

should be accounted for in the term corresponding 

to the pressure drop in the return pipe. We obtain: 

, ,
2 2 2

,sup, , , , ,ret,

1

1 1

v eq A

N

v N v br N eq v N

k

c

k k k
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Where:                        (14)

N

br j DHW j

j N

N N

br j

j N

V V

c

V

=

=

−
=
Â

Â

$ $

$

For region A, cN = aN, but otherwise ci Œ ai if water 

is extracted in a branch j>i. Once kv,eq,A has been 

formulated the equivalent kv-value for region B 

according to (11) becomes: 

, , , , 1, , ,                                 (15)v eq B v br N eq v eq Ak k k−= +

The next step is to calculate kv,eq,C and since this is 

a direct analogy to the formulation of kv,eq,A it is 

only stated that: 
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By performing corresponding calculations for the 

rest of the system until j=1, the equivalent kv-

value for the whole system, kv,system, can be 

calculated. With an overall, known differential 

pressure for the system, 〉psystem, the total flow is 

then obtained from (10). 

 

As the total flow through the system is known, 〉p 

across the first branch can be calculated. With 

known kv-value for the first branch it is possible to 

calculate the flow through the branch and 

consequently the flow that continues further out in 

the system is also known. In this way the flow 

calculations propagate through the system until all 

flows are known. 

 

It should be noticed that in the special case when 

no flow is extracted from the system, both ai and ci 

become unity. The equations then take the form of 

a direct analogy to Kirchoff’s law, and all flows 

can be calculated explicitly. But as soon as a flow 

is extracted anywhere in the system, the equations 

have to be solved iteratively. 

Calculating flows using the Hardy-Cross 

method 

An alternative method of calculating the flow 

distribution in a DHW circulation system is to 

simply follow the flow through each branch. 

Starting at the beginning of the system and 

moving along the supply pipe, through a branch, 

back along the return pipe and finally across the 

pump the net pressure drop must be zero when 

returning to the point of origin. I.e.: 

0                      (17)sup br ret pumpp p p p∆ + ∆ + ∆ − ∆ =
 

Using kv-values and the notations in Figure 6 and 

Figure 7 this can for branch number i be expressed 

as: 
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By expressing (18) for branches 1 to N as many 

equations as unknown branch flows are obtained, 

making it possible to calculate iteratively the 

flows in each branch. The method is often called 

the Hardy-Cross method. 

Regarding flow direction 

In both methods described above the flow 

direction is regarded as known. In theory the 

extracted flow could be of such magnitude that the 

flow direction in the return pipe is changed. 

However, it can be shown that for correctly sized 

systems these situations are extremely rare and 

they are therefore disregarded in this work. 

Comparison of flow models and how to 

implement them in Simulink
®
 

The method based on Kirchoff’s law and the 

Hardy-Cross method, as described above, from 

now on will be called the Kirchoff method and the 

Hardy-Cross method, respectively. Next will be 

described how to implement the models in 

Simulink®. Furthermore advantages and disadvan-

tages with the two methods are discussed. 

 

When water is extracted from the system both the 

Kirchoff and the Hardy-Cross method is iterative. 

In the case when no water is extracted the flow 

distribution can be calculated explicitly. Since the 

explicit calculations are much more rapid than the 

iterative ones it is important not to use an iterative 

method if not necessary. In Figure 8 is shown how 

an “Enable”-block can be used in Simulink® to 

switch between the iterative and explicit 

calculations. By checking if water is extracted or 

not and only using the iterative solver when 

needed the computational time can be reduced 

significantly. 

204

SIMS 45

Proceedings of SIMS 2004
Copenhagen, Denmark, September 23–24, 2004

www.scansims.org



 

Figure 8 Method to switch between iterative and 

explicit flow calculation 

If a system only consist of none-variable flow 

resistances it should be sufficient to calculate the 

flow distribution only once when a flow extraction 

starts or stops. This will reduce the computational 

time even further. The system modeled in this 

paper contains variable flow resistances (i.e. the 

thermostatic valves in Figure 1) that change often. 

For this reason there is little to be gained from 

only calculating the new flow distribution when 

there is a change in the system.  

 

In Figure 8 the Kirchoff method is used when no 

water is extracted and otherwise the Hardy-Cross 

method is used. The Hardy-Cross method is not 

directly implemented in Simulink® and is instead 

formulated as a Matlab® function. Using the 

command “fsolve” in Matlab® the equation system 

according to (18) can be solved. An advantage 

with using “fsolve” is that it is possible to supply 

the iterative solver with an initial guess. An 

appropriate choice of initial guess each time there 

is a change in the system improves stability and 

decreases computational time. Here, the initial 

guess for the branch flows is chosen as the flow 

distribution when no water is extracted (supplied 

by the Kirchoff method, Figure 8) plus the 

extracted flow in each branch. It should be noticed 

that it would also be possible to implement the 

Hardy-Cross method directly in Simulink®.  

 

When using the Hardy-Cross method 

implemented as a Matlab® function, the computa-

tional time can be decreased further by using the 

Matlab® Compiler command “mcc” and convert 

the Matlab® function to an S-function. This in 

addition makes it possible to use the Real-Time 

Workshop®, RTW, accelerator (which don’t 

accept Matlab® functions). RTW normally greatly 

speeds up a Simulink® model, but due to the S-

function the speed gain in this case is not as big 

when flow is extracted.   

 

Despite the merits of the described methods to 

increase the simulation speed the fact remains that 

the Hardy-Cross method, when implemented as 

described, involves time-consuming calculations. 

The reason is the well-known fact that calling 

external functions in Simulink® considerably 

slows down the model. For this reason one should 

as far as possible use elementary blocks and not 

use Matlab® functions. 

 

If instead the Kirchoff method is used also when 

flow is extracted from the system this could quite 

easily be implemented in Simulink®. Since the 

calculations are iterative, a so-called algebraic 

loop is obtained. RTW does not support algebraic 

loops and therefore the model cannot be 

accelerated. Still, since the flow calculation is 

performed within Simulink® no external 

application has to be called and the computational 

speed greatly exceeds the S-function calculations. 

From this vantage point the Kirchoff method 

appears very attractive, but it has one draw back: 

In Simulink® it is not possible to provide the 

iterative solver for the algebraic loop with an 

appropriate initial guess when there is a change in 

the system. If this would have been possible, the 

computational time could probably be decreased 

further, but above all such a feature could be 

expected to improve the stability of the solver. 

The latter fact would be desirable since, when 

solving the algebraic loop, some stability 

problems have in fact been observed. Since there 

is an increased risk of numerical problems the 

Kirchoff method, when implemented directly in 

Simulink®, should be used with some caution. 

Computational time 

In this part the computational times for some 

different types of models are investigated for two 

different situations. The purpose of the model is to 

calculate the flow distribution for the DHW 

circulation system in Figure 1. The system 

consists of 12 branches and 12 potential extraction 

points. The two situations studied is one case 

when no water is extracted from the system (no 

iterative calculations needed) and one case when 

water is extracted (iterative calculations needed). 

The period studied is 24 hours long and, in the 

case with extractions, flow is extracted during 
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45 % of the time. The flows are calculated using 

the models described in Table 1. Models 2 and 3 

contain an algebraic loop and can therefore not be 

accelerated with Real-Time Workshop®. For 

models with both explicit and iterative solvers the 

latter is called only during extractions. The 

computational times for the two cases and the five 

different types of models are shown in Table 2. 

The computations were performed on an Intel 

Pentium 4 2.4 GHz with 736 MB RAM and 

Windows XP as operating system. Version 5.0 of 

Simulink® was used. 

 

Model 

nbr 
Description 

1
 Kirchoff method (explicit), implemented in 

Simulink®, RTW 

2 
Kirchoff method (iterative), implemented 

in Simulink® 

3 
Kirchoff method (explicit and iterative), 

implemented in Simulink® 

4 

Hardy-Cross method (iterative) and 

Kirchoff method (explicit), implemented as 

a S-function, RTW 

5 

Hardy-Cross method (iterative), implemen-

ted as an S-function, and Kirchoff method 

(explicit), implemented in Simulink®, RTW

Table 1 Description of models for calculating flow 

distribution 

Model type 1 2 3 4 5 

Comp. time no 

extractions [s] 
0.8 822 2.8 25 1.0 

Comp. time with 

extractions [s] 
– 2000 1345 7279 7208

Table 2 Computational times for different cases 

According to Table 2 the iterative models are 

time-consuming compared to the explicit models, 

compare 2 to 1 with no extractions. Also, it is 

more efficient to calculate flows within Simulink® 

than to call an S-function, compare 4 and 5 to 2 

and 3 for the extraction case. It can further be 

noticed that the RTW accelerator may speed up a 

model greatly when it is possible to use this 

facility, compare 1 and 5 to 3 with no extractions. 

Conclusions 

In this paper it has been shown how the 

components of a DHW circulation system can be 

described in mathematical terms and implemented 

in Simulink®. When implementing the models 

elementary blocks should be used as far as 

possible. Also look-up-tables should be adopted 

instead of time consuming calculations within 

Simulink®. Two methods of calculating flow 

distribution in a system with extraction points are 

described. When implementing these methods, 

calculations should primarily be performed within 

Simulink® since this reduces the computational 

time. If numerical problems arise, an equation 

solver facility of Matlab® can be used since this 

enables the user to provide the solver with an 

initial guess. The equation solver should be called 

using an S-function. If possible, the RTW-

accelerator should be used since it may greatly 

speed up calculations. 
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ABSTRACT 
The heat released from HVAC systems and/or industrial process should be rejected to the 

atmosphere. In the past, cooling water was supplied from tap water or river, and rejected to the 

sewerage or the river again. Recently, conventional methods cannot satisfy either economic 

criteria or environmental regulation because the cost of supply and discharge of cooling water is 

increasing tremendously, and the thermal pollution is regulated severely as well. 

Cooling tower enhances its application due to the low power consumption and, especially, low 

water consumption down to 5% of the direct water- cooling system. Heat rejection is 

accomplished within the tower by heat and mass transfer between hot water droplets and ambient 

air. 

Counter-flow type cooling tower dominates the Korean market, and is widely used in the 

petrochemical industry, iron industry, and HVAC plant. However, the design of a cooling tower 

depends on the existing data and/or the procedure is lack of consistency. Design and off-design 

performance analysis has not been completed yet, which is one of the key parameters in the 

cooling tower performance evaluation. In this study, existing theories on cooling tower design 

were reviewed and summarized.  

A program which computerizes the design procedure has been completed to keep consistency in 

the design. The off-design performance analysis program has been developed to analyze easily the 

performance characteristics of a counter-flow type cooling tower with various operating conditions. 

Through the experiments on various operating conditions, the off-design program has been 

verified. Finally, the operation characteristics with various operating conditions were evaluated by 

using this program. 

Keywords: Counter-flow cooling tower, Operation characteristics, Design condition, Off-design 

performance. 
1
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1. INTRODUCTION 

 

The heat released from HVAC systems and/ or 

industrial process should be rejected to the 

atmosphere. For example, cooling media such as 

water are often used to remove heat from 

condenser or heat exchanger of the energy system. 

In the past, cooling water was supplied from tap 

water or river, and rejected to the sewerage or the 

river again. Recently, conventional methods 

cannot satisfy either economic criteria or 

environmental regulation because the cost of 

supply and disemboguement of cooling water is 

increasing tremendously, and the thermal 

pollution is regulated severely as well. 

Air-cooled heat exchanger can be an alternative, 

but it requires high initial investment cost and 

high fan power consumption. Cooling tower 

enhances its application due to the low power 

consumption and, especially, low water 

consumption down to 5% of the direct water- 

cooling system. Heat rejection is accomplished 
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within the tower by heat and mass transfer 

between hot water droplets and ambient air. 

The operation theory of cooling tower was 

suggested by Walker in 1923, however, the 

generally accepted concept of cooling tower 

performance was developed by Merkel in 1925. A 

simplified Merkel theory has been used for the 

analysis of cooling tower performance and 

Lichtenstein introduced a graphical method. 

Baker and Shryock tried to minimize the error due 

to the assumptions of Merkel theory [1]. 

ASHRAE developed the cooling tower 

performance curves based on the Merkel theory in 

1975, and several researchers have paid attention 

to the cooling tower performance by numerical 

analysis or experiments on the fluid flow 

phenomena and combined heat and mass transfer 

in cooling tower [2-6]. 

Counterflow type cooling tower dominates the 

Korean market, and is widely used in the 

petrochemical industry, iron industry, and HVAC 

plant. However, the design of a cooling tower 

depends on the existing foreign data and/or the 

procedure is lack of consistency. Design and off-

design performance analysis has not been 

completed yet, which is one of the key parameters 

in the cooling tower performance evaluation. 

In this study, existing theories on cooling tower 

design were reviewed and summarized. Previous 

design methodology of the company is thought to 

be lack of the theoretical background in choosing 

the characteristic curve of the tower and, thus, the 

design point. In this sense, a program which 

computerizes the design procedure has been 

completed to keep consistency in the design. 

The off-design performance analysis program has 

been developed to analyze easily the performance 

characteristics of a counterflow type cooling 

tower with various operating conditions. Through 

the experiment on various operating conditions, 

the off-design program has been verified. 

 

2. BASIC THEORY 

 

2.1 Merkel equation 

 

Heat transfer rate in the cooling tower is 

represented by the difference between the 

enthalpy of moist air at bulk water temperature 

and the enthalpy of moist air. 

Merkel equation describes the heat transfer 

characteristics of a filler at the design condition. It 

needs several assumptions: (1)effect of 

evaporation does not exist, (2)thermal and mass 

diffusion coefficients of air/water system are the 

same. The analysis combines the sensible and 

latent heat transfer between air and water droplets 

in the tower. 

Total heat transfer rate per unit volume of a 

filler(dV) from the interface to the air is the sum 

of sensible heat(dqS) and latent heat(dqL). 

 

* +TTadVUdq GS /||?   (1) 

 

* +WWadVKhdmhdq fgfgL /|||??  (2) 

 

Energy conservation principle with the 

assumption that the interface temperature is same 

as the air temperature derives the following 

equation. 

 

* +hhKadVdtLc pw /|?   (3) 

 

Integration of Eq.(3) results in Eq.(4). 

 

* +Ð /|
?

1

2

t

t

pw

hh

dtc

L

KaV
  (4) 

 

2.2 Counterflow type cooling tower 

 

Left-hand side of Eq.(4) is a dimensionless 

parameter called NTU(number of transfer unit) 

which is the characteristic value of the filler and 

represents the heat transfer capacity, that is, the 

required heat transfer area. It is a function of air 

and water temperature, independent of the size of 

the tower or the shape of the filler. Counterflow 

cooling diagram shown in Fig.1 is convenient to 

integrate Eq. (4). The curves indicate the drop in 

water temperature (Point A to Point B). The 

temperature difference between the water entering 

and leaving the cooling tower(A-B) is the range. 

The difference between the leaving water 

temperature and the entering air wet-bulb 

temperature(B- C) is the approach of the cooling 

tower.  
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Fig. 1 Enthalpy-temperature diagram of air  

and water 

 

The equations are not self-sufficient, therefore, 

Tchebycheff integration is applied to get the 

approximate value.  
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where is the air enthalpy at the interface with bulk 

water temperature, and means the air enthalpy 

with the air stream temperature. 

The enthalpy of point C and D in Fig.1 can be 

represented as Eq.(6) based on the energy balance. 

 

* +1212 tt
G

L
chh pw /-?   (6) 

 

The slope of the air operating line CD equals L/G, 

the ratio of the water flow rate to the air flow rate. 

Packing characteristic curve represents the heat 

transfer characteristics of the filler, which is 

shown in Fig.2. It is a typical correlation of the 

performance characteristic of a cooling tower 

showing the variation of available KaV/L with 

L/G for a constant air velocity on logarithmic 

coordinates. If the air flow rate decreases with 

constant water flow, the heat transfer at the filler 

will diminish as in Fig.2. 

Packing characteristic curve represents the heat 

transfer characteristics of the filler, which is shown 

 

 

Fig. 2 Characteristic curve of a cooling tower  

 

in Fig.2. It is a typical correlation of the 

performance characteristic of a cooling tower 

showing the variation of available KaV/L with 

L/G for a constant air velocity on logarithmic 

coordinates. If the air flow rate decreases with 

constant water flow, the heat transfer at the filler 

will diminish as in Fig.2. 

The cooling tower characteristic curve in Fig. 2 

corresponds to the following relation from the 

experimental results [7]. 
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where A is the frontal area, and c, m, and n are 

experimental constants. 

 

3. DESIGN AND OFF-DESIGN ANALYSIS 

3.1 Design analysis 

The design procedure of a cooling tower is as 

follows; 

(1)Input design conditions: water inlet & outlet 

temperature, water flow rate, air inlet temperature. 

(2)Assume the ratio L/G, and evaluate the exit air 

enthalpy using Eq.(6). 

(3)Calculate required NTU from Eq.(4). 

(4)Calculate characteristic NTU from Eq.(7). 

(5)Iterate until the required NTU equals the 

characteristic NTU. 
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(6)Set design NTU. 

 

3.2 Off-design analysis 

Off-design performance analysis is required to 

check whether the equipment operate normally. 

Because the equipment does not always operate 

on the design condition in the field, the off-design 

performance analysis is inevitable to the efficient 

and energy saving operation. 

The procedure of the off-design analysis of a 

cooling tower is as follows; 

(1)Evaluate the ratio L/G at the off-design 

condition. 

(2)Evaluate the exit air enthalpy by assuming inlet 

water temperature. 

(3)Calculate outlet water temperature and 

approach. 

(4)Calculate required NTU using Eq.(4). 

(5)Evaluate characteristic NTU with characteristic 

curve of design stage. 

(6)Iterate until the required NTU equals the 

characteristic NTU. 

Table 1 Design data  (base case) 

Item Unit  

Circulation water flow rate 

Hot(inlet) water temp. 

Cold(outlet) water temp. 

Inlet air wet bulb temp. 

Relative humidity 

Nominal capacity 

m3/hr
oC 
oC 
oC 

% 

kcal/hr

3.9 

37 

32 

27 

60 

19,500

  

(7)Set corresponding L/G and characteristic NTU. 

 

3.3 Verification 

Field test was run to verify the off-design 

performance analysis procedure. The temperature 

of the water reservoir is raised to a setting value. 

The heated water is drawn into the tower and 

cooled by air. Flow rate and inlet & outlet 

temperature of water, and temperature and 

humidity of inlet air are measured. 

The design data used in the test are summarized in 

Table 1. The capacity of the tower is 

Table 2 Off-design performance data (experiment and prediction) 

 Design condition Case I Case II Case III Case IV 

Water flow rate(x103 m3/s) 

Inlet air dry bulb temp.( oC) 

Relative humidity(%) 

Inlet air wet bulb temp.( oC) 

Hot water temp.( oC) 

Cold water temp.(Exp., oC) 

Cold water temp.(Cal., oC) 

0.9 

32.8 

70 

28.1 

40 

34 

34 

3.0 

27.2 

64 

22 

38 

34.5 

36.1 

2.98 

29.3 

40.3 

19.6 

39 

35.4 

35.8 

3.02 

25.4 

34.7 

15.6 

30 

28.5 

27.8 

1.1 

26.7 

50 

19.3 

34.5 

30.4 

30.9 

 

 

Table 3 Comparison of the design data (current calculation, CTI Bluebook, company’s own design) 

Item Unit Case I Case II Case III Case IV Case V 

Circulation water flow rate 

Hot water temp. 

Cold water temp. 

Wet bulb temp. 

Cell quantity 

m3/hr 
oC 
oC 
oC 

ea 

680 

53 

35 

27 

1 

600 

45 

35 

28 

5 

772.5 

43 

32 

28 

3 

800 

37 

32 

27 

2 

220 

43 

32 

28 

2 

(L/G)CAL/(L/G)CTI 

(NTU)CAL/(NTU)CTI 

(L/G)CAL/(L/G)company 

(NTU)CAL/(NTU)company 

0.975 

0.969 

1.625 

1.409 

1.033 

0.944 

1.188 

1.245 

0.932 

1.006 

1.186 

1.275 

0.993 

0.962 

1.15 

1.268 

.932 

1.006 

1.717 

1.53 
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19,500kcal/hr, which is designed by the DHTech 

corporation, Korea(Model No. DCT-5R). 

Both measured and calculated outlet water 

temperature are represented in Table 2, and it 

shows that the off-design analysis predicts the 

performance fairly well. By comparing the 

measured and predicted values, the design and 

off- design analysis procedure is verified. 

Existing design data and the results of this study 

are compared in Table 3. Existing design data, 

hand calculated data using CTI Bluebook, and 

data from this analysis program are shown. CTI 

Bluebook is the handbook for the design of 

cooling tower, say, NTU by CTI(Cooling Tower 

Institute) of U.S.A. 

Results of this study are well consistent with the 

data of CTI Bluebook, and also predict the 

existing data with moderate error. The existing 

data are relatively subjective because the selection 

of the characteristic curve is dominated by the 

design engineer. Case I and V of the existing data 

are far away from the CTI Bluebook and this 

study. This seems to be due to the engineer's 

choice on the factors irrelevant to the thermal 

performance of a cooling tower such as the size of 

the tower and fan consumption. 

The selection of the characteristic curve in Fig.2 

changes everything such as thermal performance, 

cost, and power consumption. This is the reason 

why the design procedure should be computerized 

to prevent the engineer's subjective criteria. 

 

3.4 Off-design performance of a cooling tower 

It is very difficult to maintain the actual operating 

conditions of a cooling tower at the design 

condition. Also the off-design performance on the 

various operating conditions should be provided 

to the customer. The importance of an off-design 

performance analysis cannot be overemphasized. 

Through the validation procedure of the current 

study, the performance characteristic of a cooling 

tower with various operating conditions is 

reviewed in the following sections. The design 

data in Table 1 are used as the reference condition. 

 

3.4.1 Variation of wet-bulb temperature 

The influence of a wet-bulb temperature on the 

performance of a cooling tower is studied under 

constant  water  flow,  air flow,  and  water  inlet  

さずじき

えええじき

えずじき

 
Fig. 3 Effect of wet bulb temperature on the 

exit water temperature  

 

temperature. Water outlet temperature as a tower 

performance is represented in Fig.3. Also air flow 

rate is changed by Ô20% from the design point. 

Even with the wide range of wet bulb temperature 

change more than 15代, water temperature varies 

within a relatively small range, 5 舵 6 代 . 

Considering that the heat capacity of water is 

much higher than that of air in cooling tower 

operation, it can be predicted that the effect of a 

wet-bulb temperature on the water temperature is 

not so critical. 

Water outlet temperature decreases and the effect 

of the wet-bulb temperature becomes more 

sensitive with increasing air flow. When the wet-

bulb temperature is too high, little effect on the 

performance is seen even with 20% increase of air 

flow. 

These trend will be different for each cooling 

tower and each operating condition, respectively, 

so it should be suggested to the customer that the 

off-design analysis be done to predict the extent 

of change. For example, it could be suggested that 

increasing air flow be not helpful on the 

performance if the wet-bulb temperature of inlet 

air is above a threshold value. 

  

3.4.2 Variation of range of water temperature 

Cooling performance with range of water is 

shown in Fig.4. Larger range means higher water 

outlet temperature. This means that increasing 

air flow rate
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cooling load can be met by the larger range for a 

given heat exchanger. If the range is changed, the 

user has to set the water inlet temperature to a 

different value for the required performance. 

Water outlet temperature decreases with 

increasing air flow. 

 

3.4.3 Variation of water flow rate 

The effect of a water flow on the performance is 

represented in Fig.5. Even with Ô20% variation 

of water flow, the outlet water temperature 

changes within 1代.  

さずじき

えええじき

えずじき

 
Fig. 4 Effect of cooling range on the exit  

water temperature 

 

さずじき

えええじき

えずじき

 
Fig. 5 Effect of water circulation rate on the 

exit water temperature  

 

Cooling capacity becomes higher with increasing 

air flow, but it does not practically change when 

the water flow rate increases about 20%. 

 

Sensitivity of such parameters on the cooling 

tower performance will be different for each 

cooling tower, therefore off-design analysis is 

inevitable and the feedback of actual performance 

data from the field is also necessary for the setup 

of a characteristic curve of a cooling tower. 

 

4. SUMMARY 

(1)Cooling tower design procedure is 

computerized and the results are compared with 

existing design data. The procedure is necessary 

to prevent the subjective judgement of a design 

engineer and the appropriate selection of a 

characteristic curve is also important. 

(2)Off-design analysis is setup and verified. This 

can be used for the evaluation of a cooling tower 

performance on every different operating 

conditions. 

(3)The effects of some parameters such as wet-

bulb temperature, water flow, range of water 

temperature are studied by off-design analysis. 

The changes of inlet air wet-bulb temperature and 

range of water temperature affect the cooling 

tower performance considerably but the effect of 

water flow on the performance is not so high. Off-

design performance should be carefully reviewed 

at the design stage because it will be different for 

every equipment and operating condition. 

 

NOMENCLATURE  
 

A : frontal area [m2] 

a : area of water interface per unit volume 

[m2/m3] 

cp : specific heat [kJ/kg 則] 

G : mass flow rate of air [kg/s] 

H : enthalpy [kJ/kg] 

K : overall mass transfer coefficient [kg/s m2] 

L : mass flow rate of water [kg/s] 

M : mass [kg] 

q : heat transfer rate [kJ/s] 

T : dry bulb temperature [則] 

t : water temperature [則] 

U : overall heat transfer coefficient [kW/m2‒] 

V : cooling tower volume [m3] 

air flow rate 

air flow rate 
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W : absolute humidity 

 

Superscripts 

§  : at bulk water temperature 

☆  : at interface 

 

Subscripts 

a : air 

G : between interface and air 

L : latent heat 

S : sensible heat 

w : water 

1,2 : inlet and outlet of cooling tower 
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ABSTRACT 
In a conventional shell-and-tube heat exchanger with vertical baffle plates, fluid 

contacts with tubes flowing up and down in a shell, therefore heat transfer is 

deteriorated due to the stagnation portions occurring near the contact regions of the 

shell and baffles. It is, therefore, necessary to improve heat exchanger performance by 

changing fluid flow in the shell. In this study, a shell-and-tube heat exchanger with 

spiral baffle plates is considered to improve the performance of the conventional shell-

and-tube heat exchanger. In this type of heat exchanger, fluid contacts with tubes 

flowing rotationally in the shell. Therefore, it could improve heat exchanger 

performance considerably because stagnation regions in the conventional shell-and-

tube heat exchanger could be eliminated. The shell-and-tube heat exchangers with 

conventional and spiral baffle plates are simulated three-dimensionally using a 

commercial thermal-fluid analysis code, CFX4.2, and the results are compared. It is 

proved that the shell-and-tube heat exchanger with spiral baffle plates is superior to the 

conventional heat exchanger in terms of heat transfer. 

Keywords: Heat exchanger performance, Shell-and-tube heat exchanger, Conventional 

baffle plate, Spiral baffle plate. 

 

1. INTRODUCTION 
Heat exchangers are devices that provide the flow 

of thermal energy between two or more fluids at 

different temperatures. Heat exchangers are used in 

a wide variety of applications such as power 

production, process and chemical industries, 

cooling of electronic systems, environmental 

engineering, waste heat recovery, manufacturing 

industry, air conditioning, and refrigeration." 

There are many types of heat exchangers. A shell-

and-tube heat exchanger is built of round tubes 

mounted in a cylindrical shell with the tubes 

parallel to the shell. One fluid flows inside the 

tubes, while the other fluid flows across and along 

the axis of the shell. Shell-and-tube heat 

exchangers offer great flexibility to meet almost 

any service requirements. They can be designed for 

high pressure difference between fluid streams. 

                                                      
"*Corresponding author. Phone:+82-51-890-1648, 

Fax:+82-51-890-2232, E-mail:ysson@deu.ac.kr 

They are widely used in process industries, in 

power plants as condensers, steam generators, and 

feed water heaters, and in air conditioning and 

refrigeration systems  [1, 2]. 

The thermal and flow analyses of heat exchangers 

have been performed [3, 4]. The flow and heat 

transfer characteristics of a conventional shell-and-

tube heat exchanger have been studied 

experimentally [5-8] and numerically [9, 10]. 

In shell-and-tube heat exchangers, vertical baffles 

are installed in the shell side to increase the 

convection heat transfer coefficient of the shell-

side fluid by inducing turbulence and a cross-flow 

velocity component. Also baffles support tubes for 

structural rigidity, preventing tube vibration and 

sagging. However, the stagnation area occurring 

near the contact regions of the shell and baffles in a 

conventional shell-and-tube heat exchanger has an 

unfavorable effect on the heat transfer between the 

shell and tube side fluids. Fins are attached to the 

tubes in order to increase heat transfer efficiency, 
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but there exists a limit in the enhancement of heat 

exchanger performance. 

The efforts to improve the shell-side flow 

characteristics are made using the spiral baffle 

plates instead of vertical baffle plates in a 

conventional shell-and-tube heat exchanger. The 

new design of the shell-and-tube heat exchanger 

with spiral baffle plates is proposed to eliminate 

the stagnation area in the shell-side flow in a 

conventional shell-and-tube heat exchanger. 

Rotational flow in the shell side caused by the 

spiral baffle plates eliminates the stagnation region 

and improves heat transfer significantly. 

In this paper, three-dimensional numerical analyses 

are performed for the shell-and-tube heat 

exchangers with conventional and spiral baffle 

plates using the commercial thermal-fluid analysis 

code, CFX4.2 [11]. Shell and tube side flow fields, 

pressure drops, and heat transfer characteristics in 

the heat exchangers are analyzed. The results of 

the shell-and-tube heat exchanger with spiral baffle 

plates are compared with those of the conventional 

shell-and-tube heat exchanger. 

 

2. NUMERICAL ANALYSIS 
 

2.1 Numerical model 

Shell-and-tube heat exchangers are built of round 

tubes mounted in a large cylindrical shell with the 

tube axis parallel to that of the shell. In a 

conventional shell-and-tube heat exchanger with 

vertical baffles, the shell-side stream flows across 

pairs of baffles, and then flows parallel to the tubes 

as it flows from one baffle compartment to the next 

as shown in Fig. 1. The stagnation region occurring 

in a conventional shell-and-tube heat exchanger 

has an unfavorable effect on the heat transfer 

between the shell and tube side fluids. 

The spiral baffle plate is one of the methods to 

improve the shell-side flow characteristics. The 

baffle has a spiral shape like a screw and does not 

have baffle cut as depicted in Fig. 2. Flow in the 

shell side rotates circumferentially along the spiral 

baffle plate, and it contributes to the elimination of 

the stagnation region and enhancement of the heat 

transfer significantly. 

Fig. 3 shows the basic model with 7 spiral baffle 

plates of this study. The inter-baffle spacing is 72 

mm, and the physical dimensions are same as those 

of the conventional heat exchanger, shell diameter 

and axial length of 114.3 mm and 667 mm, tube 

diameter and thickness of 28.4 mm and 2 mm. One 

 
f

 
 

 

Figure 1: Conventional shell-and-tube heat 

exchanger with vertical baffle plates 

 

 

 

 

 

Figure 2:  Shell-and-tube heat exchanger with 

spiral baffle plates 

 

 

 
Figure 3:  Schematic internal view of the shell-and- 

tube heat exchanger with spiral baffle 

plates 

 

shell pass and four tube passes system is assumed, 

and there is one tube per tube pass. 

 

2.2 Governing equations and boundary 

conditions 

The model of CFX4.2 uses conservation of mass, 

momentum, and energy principles. 

The continuity equation is 

Fluid 
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The general momentum equation is 
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where u  is the stress tensor as in equation (3). 
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where t  is the fluid density, U
E

 is the fluid 

velocity, t is the time, and B
E

 is the body force. P 

is the pressure, o  is the viscosity, and z  is the 

bulk viscosity. The k-g turbulence model is 

included. 

The energy equation is 
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where H is the total enthalpy(static enthalpy plus 

kinetic energy) as shown in equation (5), h is the 

static enthalpy, k is the thermal conductivity, and T 

is the temperature. 
 

2

2

1
UhH
E
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Thermodynamic equations of state are added to 

solve these sets of equations as * +PT ,tt ? , 

* +PThh ,? . Heat conduction equation for solid 

regions is as follows. 
 

* + * + 0?ı©©ı/
•
•

TkH
t

sst        (6) 

 

For the boundary conditions, uniform velocity and 

temperature are given at the inlet boundaries of 

tube and shell. Pressures are given at the outlet 

boundaries, and the gradients of other variables are 

set to zero. Inlet velocity for turbulent case is set as 

ten times higher than that of laminar case. 

Boundary conditions are summarized in Table 1, 

and water flows in both tube and shell sides. 

 

2.3 Numerical method 

CFX4.2 uses finite volume method [12], and the 

SIMPLEC algorithm [13] is employed. The 

discretized equations are under-relaxed using the 

relaxation factors 0.7 and 0.65 for energy and 

momentum equation, respectively. Orthogonal 

coordinate system and body fitted grid are used for 

computation. The grid shape is also important in 

the accuracy of the solution. CFX4.2 employs 

multi-block grid structures and uses elliptic 

smoothing that provides smooth meshes to ensure 

good grids of smoothness and near orthogonality 

[11]. During computation, it is assumed that the 

convergence is reached when the error in 

continuity, the mass source residual which is 

defined as equation (7), has fallen below 0.1. 

 

ÂÂ H/-H?
domainall

ppnbnb abaR                       (7) 

 

Table 1:  Boundary conditions 

  Unit Laminar Turbulent

U,V m/s 0 0 

W m/s 0.07893 0.7893 
Tube 

inlet 
T K 303.15 303.15 

Tube 

outlet 
P Pa 0 0 

U, W m/s 0 0 

V m/s - 0.03316 - 0.3316
Shell 

inlet 
T K 373.15 373.15 

Shell 

outlet 
P Pa 0 0 

 

Table 2:  Summary of grid independence study 

Mass balance (kg/s) Energy balance (W) No. of 

cells 

No. of 

iteration 

Computation 

time (days) Inlet Outlet Error (%) Inlet Outlet Error (%)

166,976 600 7 0.5643 0.5643 0.0 94855 93717 1.2 

214,208 1400 18 0.3069 0.3069 0.0 75370 74710 0.8 

276,540 1000 21 0.3070 0.3070 0.0 75370 71080 5.6 
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3. RESULTS 
To select appropriate number of cells guaranteeing 

accuracy and efficient computation time, grid 

independence study has been performed. Table 2 

shows the effects of the number of cells on the 

results. As seen in the table, the coarse grid 

provides small error in the mass and enthalpy 

balance at the inlet and outlet, however, the 

difference in the absolute values between the 

coarse grid and the intermediate grid is so 

significant. Fine grid shows relatively large error in 

enthalpy balance because the number of iteration 

was limited considering the excessive computation 

time. Intermediate grid offers nearly same values 

as those of fine grid, and relatively small error in 

the enthalpy balance. Therefore, among the coarse, 

intermediate, and fine grids, intermediate grid was 

selected considering both the accuracy of the 

solution and the computation time. 

Figure 4 shows velocity vectors on a transverse 

plane at X = 0.023 m for (a) the whole plane and 

(b) Z = 0.237 ~ 0.478 m plane in a conventional 

shell-and-tube heat exchanger. This plane shows 

the flow fields in the two tubes and the shell, 

which is moved by 0.023 m from the center in the 

radial direction. As seen in the figure, the tube-side 

fluid flows at nearly uniform velocity. The shell-

side fluid flows up and down along the baffle 

plates. However, it flows parallel to the tubes 

within a baffle window, because the resistance is 

lower in the axial direction compared with the 

cross-flow direction. Stagnation regions occur near 

the contact regions of the shell and baffle plates, 

which could partially explain the ineffectiveness of 

heat transfer in the conventional heat exchanger. 

Figure 5 shows velocity vectors on a transverse 

plane at X = 0.037 m for (a) the whole plane and 

(b) Z = 0.241 ~ 0.435 m plane in a shell-and-tube 

heat exchanger with spiral baffle plates. This plane 

shows the flow fields in the one tube and the shell. 

The shell-side fluid flows along the spiral baffle 

plates accompanying rotation. The magnitude of 

the velocity vector is seen very small in the figure 

because only the component in this plane could be 

seen. However, it is also the evidence of the 

rotation of the flow field itself along the spiral 

baffle plates. Stagnation region seems to be 

reduced evidently as compared with the 

conventional shell-and-tube heat exchanger. 

Figure 6 shows velocity vectors on a vertical plane 

at Z = 0.15 m in a conventional shell-and-tube heat 

exchanger. Again we could observe that the shell- 

f
(a) 

 

 
 

 

 

(b) 

 

Figure 4: Velocity vectors on a transverse plane at 

 X = 0.023 m for (a) the whole plane and 

(b) Z = 0.237 ~ 0.478 m plane – with 

 conventional baffle 

 

f
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Figure 5: Velocity vectors on a transverse plane at 

 X = 0.037 m for (a) the whole plane and 

(b) Z = 0.241 ~ 0.435 m plane – with 

spiral baffle 

y 

z 

Stagnation  
region

Stagnation  
region 

Spiral baffle 

y 

z 

218

SIMS 45

Proceedings of SIMS 2004
Copenhagen, Denmark, September 23–24, 2004

www.scansims.org



f

f
 

Figure 6: Velocity vectors on a cross-sectional 

plane at Z = 0.15 m – with conventional 

baffle 

 

side fluid flows up and down along the baffles. The 

flow field at the bottom of the shell is quite stable 

in this cross-section, so the heat transfer 

enhancement is not substantial. 

For the shell-and-tube heat exchanger with spiral 

baffle plates, the velocity vectors on a vertical 

plane at Z = 0.19 m are shown in Fig. 7. The shell-

side fluid flows rotationally along the spiral baffles, 

and   the   fluid   accelerates   at  the  narrow  space 

f
 

Figure 7:  Velocity vectors on a cross-sectional 

plane at Z = 0.19 m – with spiral baffle 

 

between the tube and the shell. The flow vorticities 

occurring at the shell side between the tubes 

increase the heat transfer between the tube and the 

shell. 

Table 3 summarizes the analyses results for the 

shell-and-tube heat exchangers with conventional 

and spiral baffle plates. The sizes of tube and shell 

and the boundary conditions are all the same. The 

number of baffles is 7 for both cases. The overall 

y 

x 

y 

x 

Table 3:  Comparison of the performance of the shell-and-tube heat exchanger with conventional and 

                spiral baffle plates 
 

Type of baffle Conventional Spiral  

Flow Laminar Turbulent Laminar Turbulent

Inlet temp.(Th,i), K 373.15 373.15 373.15 373.15 

Outlet temp.(Th,o), K 369.55 369.77 369.11 368.64 

Inlet pressure(Ph,i), Pa 669 67900 9880 980000 

Outlet pressure(Ph.,o), Pa 0 0 0 0 

Temp. drop(奬Th), K  3.60 3.38 4.04 4.51 

 

Shell 

side 

Pressure drop(奬Ph), Pa 669 67900 9880 980000 

Inlet temp.(Tc,i), K 303.15 303.15 303.15 303.15 

Outlet temp.(Tc,o), K 325.90 324.13 324.30 326.76 

Inlet pressure(Pc,i), Pa 21.2 1630 35.2 3050 

Outlet pressure(Pc.,o), Pa 0 0 0 0 

Temp. rise(奬Tc), K  22.75 20.98 21.15 23.61 

 

Tube 

side 

Pressure drop(奬Pc), Pa 21.2 1630 35.2 3050 

Heat transfer rate (Q), W 4680 43163 4351 48569 

Log mean temperature diff.( lmTF ), K 56.28 57.37 56.76 55.39 

Overall heat transfer coeff.(U), W/m2K 348.0 3148.0 379.5 4340.9 
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heat transfer coefficient is calculated as follows. 

 

lmTAQU F?         (8) 

 

where Q is heat transfer rate, FTlm is log mean 

temperature difference, and A is the surface area of 

the tubes. 

As seen in the table, heat transfer is enhanced for 

the heat exchanger with spiral baffle plates 

compared with the conventional heat exchanger. 

This is explained by elimination of the stagnation 

region in the shell side due to the spiral baffle 

plates causing rotational flow in the shell side. The 

9% higher overall heat transfer coefficient for 

laminar flow, and 38% for turbulent flow are 

observed with spiral baffle plates. Tube-side 

pressure drops are negligibly small for both cases, 

however, shell-side pressure drop of spiral baffle 

case is greater than that of conventional baffle case 

due to the increased shell-side fluid velocity. At 

the present model, heat transfer enhancement for 

the heat exchanger with spiral baffle plates 

compared with the conventional heat exchanger is 

not so large as expected because only one tube and 

four tube passes system is assumed for the 

convenience of modeling and computation time. 

However, it is expected that heat transfer will be 

enhanced more considerably when the number of 

tubes increases. 

 

4. CONCLUSIONS 
Three-dimensional numerical analyses are 

performed for the shell-and-tube heat exchangers 

with spiral baffle plates and conventional vertical 

baffle plates using the commercial thermal-fluid 

analysis code, CFX4.2. Shell and tube side flow 

fields, pressure drops, and heat transfer 

performances are analyzed. The results of the 

shell-and-tube heat exchangers with spiral baffle 

plates are compared with those of the conventional 

shell-and-tube heat exchanger. The results show 

that 

(1) The shell-and-tube heat exchanger with spiral 

baffle plates improves heat exchanger performance 

because rotational flow in the shell caused by the 

spiral baffle plates eliminates the stagnation region 

that occurs near the contact regions of the shell and 

vertical baffle plates in the conventional heat 

exchanger. 

(2) Spiral baffle plates introduce vortices in the 

shell-side flow and enhance heat transfer between 

shell and tube side fluids, even though they 

increase pressure drop significantly. 
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Abstract 

In order to develop different energy and fuel production and consumption scenarios and 

comparisons in Latvia, sufficiently detailed data characterising energy supply system need to be 

collected and analysed. Since there are large regional differences in Latvia regarding energy and 

fuel consumption and structure, the data need to be region-specific. Summarised national fuel and 

energy balance does not give sufficiently representative overview. Thus information were 

collected and used as baseline data for modelling with MESAP model. The results of modelling 

process were practised for strategic analysis of energy problems in Latvia. Besides planning 

departments of ministries, consulting companies, developmental agencies, research institutions 

and energy enterprises can use it. 

Keywords: modelling, prognosis 

 

INTRODUCTION 

Analysis of all programmes and prognosis 

available in Latvia so far show that the issues of 

fuel and energy are hardly touched upon. In order 

to develop different energy and fuel production 

and consumption scenarios in Latvia and to 

compare them, MESAP programme was used [1].  

DESCRIPTION OF MESAP PROGRAMM 

The Modular Energy System Analysis and 

Planning (MESAP) software has been designed as 

a decision support system for energy and 

environmental management on a local, regional or 

global scale. MESAP consists of a general 

information system based on relational database 

theory, which is linked to different energy 

modeling tools. In order to assist the decision 

making process in a pragmatic way MESAP 

supports every phase of the structured analysis 

procedure (SAP) for energy planning. MESAP 

offers tools for demand analysis, integrated 

resource planning, demand – side management and 

simulation or optimization of supply systems. In 

addition, MESAP can be used to set up statistical 

energy and environmental information systems to 
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produce regular reports such as energy balances 

and emission inventories. 

The main design principles of MESAP are: 

- centralized data management with a 

standardized data interface and 

information system capabilities; 

- flexibility in the time and regional scale; 

- availability of different suitable 

mathematical methodologies for different 

scopes of analysis; 

- user friendliness concerning data entry, 

consistency checking and report 

generation; 

- decision support for the scenario technique 

through transparent case management. 

MESAP is based on an independent database 

management system. Database collects and stores all 

data necessary for the modeling process. Database is 

one of the basic elements or module layers of 

MESAP. MESAP system includes several modules 

that can be used for energy planning and analysis. 

Figure 1 shows the architecture of MESAP. With the help 

of MESAP module PlaNet, using the built-in scenario 

technology, the possible development of the energy 

system can be simulated. Modeling of energy 

development scenarios in Latvia used this module. 

 
INCA PlaNet TIMES PROFAKO Xtractor CalQlator

Investment Energy System Energy System Operational GAMS General

Calculation Simulation Optimization Planning for Model Equation

Electricity and Interface Editor

District Heating

DATABASE

DataSheet Analyst

Master Data Explorer DataCube

RES-Editor Internet Interfaces

Excel, csv, ASCII

Case Manager Im/Xporter DataLink

 

Figure 1: MESAP modeling architecture 

Time Series Navigator allows the definition of 

time series, creation, update, and documentation of 

data values. Case Manager allows creation, 

description, and registration of scenarios, and to 

carrying sensitivity analysis. For visualisation of 

results, creation of tables and graphs, Analyst 

module is used. Input data and the results can be 

imported and exported from/to MS Excel. 

Simulation modules PlaNet-Flow and PlaNet-

Cost calculate energy and emission balance for 

any energy system, and the necessary capacities 

for energy transformation technologies. Cost 

calculation module is able to calculate annual 

necessary investments, fuel costs, fixed and 

variable costs for each technology, as well as 

specific production costs. It allows calculation 

of all costs of energy system. 
 

FUEL AND ENERGY BALANCE OF 

LATVIA 

Table 1 summarised data on total inland 

consumption of fuel and electricity. 

 

Energy 

Resource 

Total Local Imports 

Coal 2.9  2.9 

Wood 53.7 53.7  

Peat 1.0 1.0  

Heavy oil 6.2  6.2 

Natural gas 60.0  60.0 

Electricity 17.6 7.4* 10.2 

Other 6.9  6.9 

Total 148.3 62.1 86.2 

Table 1: Fuel and Electricity Consumption, 

2002, PJ [2], [5], [7] 

* - Produced in Hydro Power plants 

 

Due to rapid increase in oil product prices, 

consumption of heavy oil has significantly 

decreased over the last few years, and utilisation of 

natural gas has grown. Renewable energy 

resources accounted for 41% in the fuel balance of 

Latvia of 2002. Share of wood fuel is increasing. 

Utilisation of coal and peat is gradually falling, but 

there is increase in consumption of other fuels, 

including liquefied gas and diesel. These processes 

are presented in the Figure 2. 

In the electricity balance of Latvia, hydro energy 

takes the major share. The amount significantly 

varies depending on the climate. E.g. hydro energy 

accounted for 47% of the total supply in 1997, 

68% in 1998, 43% in 1999, 45% in 2000 and 37% 

in 2002. It is assumed that the annual average 

production in hydro power plants is 2200 GWh or 

7.4 PJ of electricity. 
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Figure 2: Fuel Balance 1995-2002, PJ 

Electricity balance of Latvia in the last few years is 

presented in Figure 3. 
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Figure 3: Electricity Balance of Latvia, 1997 - 

2002, PJ [5] 

ENTRY OF BASELINE DATA IN THE 

MODEL 

Heat Demand 

Total heat demand in Latvia increased by 8,5% in 

2002, if compared to 2000, and accounted for 7,5 

million MWh. Distribution of the demand by 

regions is presented in the following Table. 

Region 2002 

Centrs 3691,8 

Kurzeme 938,7 

Latgale 1444,3 

Vidzeme 561,4 

Zemgale 552,3 

Ziemelvidzeme 311,5 

Total 7500,0 

Table 2: Heat Demand By Regions, Latvia, 

2002, GWh  

The following distribution of heat demand among 

consumer groups is used: 

-   industries 29,5%; 

-   households 63,6%; 

-   other consumers 6,9%. 

This distribution varies in different regions. The 

following Table presents distribution of heat 

demand among consumer groups in different 

regions. 

Centrs 

Industries 16 

Households 64 

Other consumers 20 

Kurzeme 

Industries 27 

Households 54 

Other consumers 19 

Vidzeme 

Industries 23 

Households 56 

Other consumers 22 

Latgale 

Industries 45 

Households 42 

Other consumers 13 

Table 3: Distribution of Efficient Heat 

Consumption among Consumer Groups in 

2002, % [6], [7] 

 

Zieme┑vidzeme 

Industries 35 

Households 43 

Other consumers 22 

Zemgale 

Industries 27 

Households 43 

Other consumers 30 

Table 3 (continued): Distribution of Efficient 

Heat Consumption among Consumer Groups in 

2002, % [6], [7] 

Heat losses 
In 2002, heat losses accounted for 17,8% in Latvia. 

This amount has been used for all regions.  

Fuel types 
The following fuel types are used for the 

production of heat in the district heating systems: 

natural gas, heavy oil, coal, diesel, peat, and wood. 

225

SIMS 45

Proceedings of SIMS 2004
Copenhagen, Denmark, September 23–24, 2004

www.scansims.org



Heat is produced in CHP plants and boiler plants.  

Electricity Demand 

In 2002, electricity demand in Latvia was 5 046 

million kWh, which is by 7% more than in 2000. 

Distribution of electricity demand among regions 

of Latvia is presented in Table 4. 

Region 2002 

Centrs 2325,3 

Kurzeme 899,6 

Latgale 653,2 

Vidzeme 436,1 

Zemgale 394,8 

Zieme┑vidzeme 337 

Total 5046 

Table 4: Electricity Demand by Regions, GWh 

 

Table 5 shows electricity production and supply 

sources, and the produced electricity in 2002. 

Electricity losses 

 
In 2002, electricity losses in Latvia accounted for 

16.7%
1
. This amount has been used in calculations 

for all regions.  

 

Total supply 6,5 

Electricity production 3,7 

Latvenergo 3,6 

Hydro plants 2,4 

CHP 1,2 

Block plants etc. 0,1 

Wind generators 0,002 

Imports 2,8 

Table 5: Electricity Production and Supply 

Sources in Latvia, 2002, TWh 

End Consumption of Fuel 

Total end consumption of fuel was 19.1 million 

MWh in Latvia in 2002. Of these, 6.6 million were 

consumed by industries, 8.6 million by households, 

and 3.8 million by other consumers. The following 

Table presents distribution of end consumption 

among regions. 

                                                      
1
  - Latvia has so high electricity losses – the 

electrical system was built in soviet time and in 

this time were other norms of efficiency 

Region Total Industries House-

holds 

Others 

Centrs 7858 2969 3647 1242 

Kurzeme 2475 744 1265 467 

Latgale 3047 1370 1253 424 

Vidzeme 2501 750 1066 686 

Zemgale 1494 372 755 366 

Ziemel-

vidzeme 

1690 442 581 667 

Total 19 065 6647 8566 3852 

Table 6: End Consumption of Fuel in 2002, 

GWh 

DESCRIPTION OF ENERGY 

PRODUCTION SOURCES OF LATVIA 

In the calculation model, the following energy 

producing units are separated as specific processes: 

CHP plants TEC-1, and TEC-2, small CHP plants, 

hydro power plants of the Daugava cascade, small 

hydro power plants, wind power plants, and boiler 

plants grouped according to fuel type. If several 

fuel types are used, the boiler plant is theoretically 

divided into parts. Further in the text, each of these 

processes is described in more detail including the 

main indicators necessary as input data for the 

model. 

TEC-1 and TEC-2 

TEC-1 has four turbine sets, six steam boilers, and 

two water boilers. Installs electric capacity is 129,5 

MW, and heat capacity - 616 MW. 

TEC-2 is the largest CHP plant in Latvia. It has 

four turbines and four water boilers. Installed 

electric capacity is 390 MW, and heat capacity - 

1237 MW. 

Item Unit TEC-1 TEC-2 

Electricity output GWh 240 923 

Heat output GWh 921 1825 

supplied 

electricity/ 

supplied heat 

GWh/

GWh 

0.26 0.48 

Total efficiency % 72 80 

Table 7: Main Operation Indicators of TEC-1 

and TEC-2, 2002 

Small CHP plants 

Besides the abovementioned TEC-1 and TEC-2 of 

the electricity supply company LATVENERGO, 
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there are several other CHP plants belonging to 

industries and heat supply companies.  

In 2002, these plants produced about 17 GWh of 

electricity. 

The following Table summarises data on fuel types 

in these CHP plants, specified by regions. 

Region Natural 

gas 

Heavy oil Peat 

Latgale 80,5 7.2 12.3 

Vidzeme 1.0 99.0 0.0 

Kurzeme 19.4 80.6 0.0 

Zemgale 83.0 17.0 0.0 

Table 8: Fuel Mix in Small CHP Plants in 2002, 

Specified by Regions,  % 

The indicator of supplied electricity/supplied heat 

in these plants, compared to TEC-1 and TEC-2, is 

rather low - 0.02
2
 on average. 

Hydro power plants of the Daugava Cascade 

The Daugava Cascade consists of three hydro 

power plants: Plavinu, Keguma, and Rigas. Their 

total installed capacity is 1517 MW. In 2002, 

output of these hydro power plants was about 2434 

GWh of electricity
3
. 

Small hydro power plants and wind power 

plants 

On Latvian rivers in 2002, there were small hydro 

power plants with total installed capacity of about 

30.1 MW. Annual output is about 60.2 GWh. 

Latvenergo owns a wind power plant in Ainazi, 

with total installed capacity 1.3 MW. In 2002, it 

produced 2.1 GWh of electricity. Capacity of the 

wind power plant in Ventspils rajons Uzavas 

pagasts is 1 MW. 

Boiler plants 

In 2002, 4,2 million MWh was produced in boiler 

plants of general use, and 0.9 million MWh  – in 

boiler plants belonging to industries. The following 

Table summarises data on average efficiency of 

boiler plants using different fuels. 

 

                                                      
2
 - small CHP plants has very low installed 

electrical load  compared with installed heat load 
3
  - the output of electricity from HPP is low 

compared with installed load because the river 

Daugava has a small fall, HPP were built in soviet 

time, too 

Fuel Efficiency, % 

Coal 0.55 

Natural gas 0.9 

Diesel 0.9 

Heavy oil 0.84 

Peat 0.69 

Wood 0.65 

Table 16: Boiler Plant Efficiencies, 2002 

Emission Factors 

The model determines amounts of SO2, CO2, and 

NOx  emissions. 

In order to find emission factors, the Second 

National Report of Latvian under UN General 

Convention on Climate Change was used [3]. 

On 10 December 1997, Latvia signed the Kyoto 

protocol, which requires reduction of greenhouse 

gas (GHG) emissions. According to the protocol, 

Latvia needs to reduce emissions of greenhouse 

gases by 8% by the period 2008-2012. CO2 

accounts for major part of GHG (about 90% in 

1995). One of the CO2 emission sources is 

combustion of fossil fuel. Heavy oil causes by 37% 

more SO2 emissions than the natural gas (78:56,9 

kg/GJ). Combustion of coal makes 95 kg CO2/GJ. 

Thus, to foster fulfilment of Kyoto requirements, 

utilisation of coal and heavy oil should be reduced, 

replacing these fuels with natural gas and wood, 

where possible. 

PROGNOSIS ON FIXED MODEL 

PARAMETERS (ELECTRICITY, HEAT, 

AND END CONSUMPTION)  

Electricity Consumption Prognosis 

Table 8 shows electricity consumption prognosis. 

In the period 2000 to 2020, a small and gradual 

increase is expected. It will mainly be caused by 

the consumption growth in household and service 

sectors. Life standard will increase, and consumers 

will buy more household appliances, and limit their 

needs less. No significant changes are expected in the 

sector of industry. Consumption will also increase in 

other sectors, e.g. commercial sector, transport, street 

lighting. 
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 Figure 4: Electricity Consumption Prognosis, 

GWh 

 Heat Demand Prognosis 

Prognosis say, that the heat demand (Figure 5) 

could decrease by about 35% in the period 2000 to 

2020. There are two basic reasons: 

1.decrease of the heat load connected to district 

heating systems ; 

2.efficient heat consumption will be reduced 

significantly by installation of automatic regulation in 

heat substations. The process is already ongoing, and 

it will even speed up due to implementation of heat 

meters. Consumption of domestic hot water will be 

the first to decrease, as installation of DHW regulation 

equipment requires less resource. Efficient heat 

consumption for heating will fall when independent 

heating connection will gradually replace current 

system. Energy efficiency measures in buildings will 

also contribute to the reduction of heat consumption 

by reducing the overheating effect. 
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Figure 5: Heat Demand Prognosis, GWh 

Fuel End Consumption Prognosis 

Current development tendencies show that end 

consumption of fuel in industry will not change 

significantly in the modelling period, as neither 

rapid growth nor decrease in production is 

expected.  

End consumption in households will rise a little due to two 

factors: 

- Increase in living standard. People will not limit 

their consumption so much; 

- Part of the consumers using district heating will 

disconnect and install their own local heat 

sources. 

End consumption by other consumers will also increase 

due to: 

- New consumers; 

- A significant part of consumers of this 

sector will choose local heat supply. 
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 Figure 6: Fuel End Consumption Prognosis, 

GW 

In order to develop different energy and fuel 

production and consumption scenarios by using a 

MESAP programming model and comparisons in 

Latvia, sufficiently detailed data characterising 

energy supply system need to be collected and 

analysed. 

CONCLUSIONS 

The information of energy and fuel production in 

Latvia were collected and used as baseline data for 

modelling with MESAP model. The results of 

modelling process were practised for strategic 

analysis of energy problems in Latvia. Besides 

planning departments of ministries, consulting 

companies, developmental agencies, research 

institutions and energy enterprises can use it. 
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Abstract 
 

This paper focuses on the simulated performance and pollutant emissions of a direct injection diesel engine. 

A zero-dimensional – two-zone combustion model is described and used to develop a new correlation to 

predict indicated performance. The combustion model and its hypothesis are presented first. Numerical 

results are then compared with experiments on a direct injection diesel engine for validation. The model 

shows that engine performance is well correlated with different running settings. A new correlation to 

predict the indicated efficiency is thus proposed and its interest is demonstrated. Finally, this study leads to 

enhance a simulation tool previously created. 

Keywords: combustion modelling, simulation tool, cold start, car heating. 

 

Nomenclature 
 

                                                      
, corresponding author : e-mail: cedric.garnier@emn.fr, phone number: (+33) 2.51.85.82.96, fax (+33) 2.51.85.82.99 

AHS Additional Heating System 

BTDC Before Top Dead Center 

cp Specific heat at constant pressure [J/kg/K] 

cv Specific heat at constant volume [J/kg/K] 

ds Engine bore [m] 

Ea Activation energy [J/mol/K] 

EGR Exhaust Gas Recirculation 

h Enthalpy per mass unit [J/kg] 

hg Heat transfer coefficient [W/m2/K] 

k Reaction rate constant [m3/mol/s] 

LHV Low Heating Value [J/kg] 

m Mass [kg] 

N Engine rotation speed [rev/min] 

P Pressure [bar] 

Q Heat [J] 

R Gas constant [J/kg/K] 

S Area [m²] 

T Temperature [K] 

Tm Torque [N.m] 

u Internal energy per mass unit [J/kg] 

upis Mean piston speed [m/s] 

V Volume [m3] 
W Work [J] 

xb Burned mass fraction [-] 

 

Greek Letters 
F" Variation"
ji Indicated efficiency [-] 
jv Volumetric efficiency [-] 

h Equivalence ratio [-] 

kID Ignition delay [s] 

kcomp Engine compression ratio [-] 

j Quantity of air at stoechiometry [kg/kg] 
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Introduction  

The quality of combustion significantly improved 

over the last few years thanks to severe 

antipollution standards (EURO IV in Europe). 

Consumption benefits are thus results of reduced 

heat losses towards the coolant circuit and the 

cabin heating system [1]. During unfavourable 

atmospheric conditions, acceptable comfort for the 

user is therefore provided with an Additional 

Heating System (AHS). Various studies describe 

cold start thermal deficit and compare the 

effectiveness of several technologies used by 

equipment suppliers [1,2,3]. 

Technical and financial constraints for AHS 

development have forced the emergence of 

computer aided engineering. The only constraints 

remain computing time, flexibility in use and 

adaptation to different engines. Pirotais [4,5,6] 

developed a complete simulation tool based on a 

single zone combustion model linked with nodal 

method for predicting available heat flux. Its 

objectives were to simulate the effects of different 

AHS and analyse global car behaviour during cold 

starts. The interactions between the engine and 

cabin heating systems are solved by computing the 

instantaneous heat transfer from the combustion 

chamber. The global model architecture (Fig. 1) 

requires cartography of heat losses towards the 

coolant loop (Fig. 2), depending on engine load 

and speed conditions described by a driving cycle. 

An example of simulation results regarding a warm 

up test is presented in Fig. 3. 

 

Fuel mass 

mc 

Engine speed 

Nm 

Mean wall temperature

< Tw > 

One-zone combustion model 

Engine Torque Tm 

Results post-treatment 

Cartography 

Nm 

 

Tm 

 

< Tw > 

mc 

Tex 

Tadm 

… 

 
Figure 1 - Global model architecture [6]. 

Pwall (kW)

T (N.m)RPM
 

Figure 2 - Cartography of thermal losses towards 

the coolant circuit [5]. 

SIMULATED IMPACT OF ADDITIONAL HEATING 
SYSTEMS ON COOLANT LOOP TEMPERATURE 
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Figure 3 - Predicted impact of additional heating 

systems [4]. 

 

Cartographies are unfortunately unable to take into 

account variations of other mean parameters 

(injection timing and profile, mean wall 

temperature…) without a fastidious battery of 

simulations. 

The objective of this study is to enhance the global 

simulation tool previously presented [4,5,6]. A “2-

zone” combustion model is developed for a greater 

precision and pollutant formation aspects. 

Simplified architecture is obtained thanks to a new 

correlation linking engine settings or parameters, 

and thermal power lost in the coolant circuit. The 

final simulation tool architecture is presented in 

Fig. 4. 

The first part of this paper describes the 

combustion model hypothesis and structure. A 

description of experimental set-up used to validate 

the model is then demonstrated. The final part 

proposes the development of correlations and 

perspectives. 
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Figure 4 - Final model architecture. 

 

 

Two-zone model descr iption 

General outlines 

Two-zone models describe more precisely the 

combustion process than single ones because 

chemical reactions are taken into account. The 

unburned zone is crossed by the flame front where 

products are formed.  They are included in the 

burned zone, whose temperature Tb is assumed to 

be homogeneous (Fig. 5). The pressure is assumed 

to be uniform in the whole chamber.  

During admission, compression and exhaust 

phases, the gas is homogeneous. Its composition is 

assumed to be constant after combustion (the effect 

of temperature on molar fractions are not taken 

into account). 

 

Volume 

control 

Burned zone 

 

Unburned zone 

Inlet Exhaust

Fuel injector 

 

 
Figure 5 - Two-zone combustion sketch 

 

Mass losses such as blow-by are thus not taken 

into account in order to simplify equations and 

reduce computing time. Future studies will be 

more descriptive on this point. 

Equations 
The energy conservation applied to each zone 

gives the differential equations of burned and 

unburned zones temperature.  
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(2) 

The ideal gas law gives the expression of the 

cylinder pressure. 

cyl
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V

TRmTRm
P

.... -
?  (3) 

The mass and volume conservation give relations 

about Vu, Vb, mu and mb. 

cylbu VVV ?-  (4) 

cylbu mmm ?-  (5) 

The burned fraction xb follows the largely used 

predictive Wiebe’s relation, [8]: 
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Parameters of this relation are aw (fixed at 6,908 

for a final burned fraction of 0,999), the crank 

angle for start of combustion し0 and combustion 

duration 〉し. The form factor Mw describes the 

energy distribution during combustion processes 

that is Gaussian if equal to unity. In the present 

case Mw = 0.9. 

 

Ignition Delay 
Ignition delay is defined as the time between start 

of injection and start of combustion. Many 

correlations are proposed in literature. They are 

validated on different kinds of engines and running 

conditions. Assanis and al. [9] developed a 

correlation based on steady-state and transient 

operations for direct injection diesel engines, that 

suits to the present study. kID depends on the 

equivalence ratio, the mean temperature T (K) and 

Combustion model / 

Correlation 

Tex

Wind 

IMEP 

fwall

…

Fuel mass, rotation speed, wall temperature, etc… 
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the pressure P (bar) over the ignition interval 

according to the following equation: 

ÕÕ
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E
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.

exp...10.4,2 02,12,03 hv  (7) 

Ea/Ru is held constant at a value given by Watson 

(1980) and used by Assanis. Finally combustion 

starts when condition (8) is reached. 
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 (8) 

Wall temperature 
The wall temperature is naturally non uniform in 

the whole chamber. However, Pirotais showed that 

a unique temperature based on a balance carried 

out on the 3 main areas of the chamber is 

acceptable [6]. The spatial average considers the 

piston, the cylinder liner and the cylinder head 

(with valves). The average time is obtained with 

integration of the temperature on the entire cycle. 

The simulation tool then reconsiders this mean 

wall temperature after each cycle for heat losses 

calculation (Fig. 6). 

 

 
Figure 6 - Computation of mean wall temperature 

 

Heat transfer  
The expressions of the wall heat transfer and the 

convective coefficient are presented in Eq. 9 and 

10. The heat transfer between the cylinder trapped 

mass and the surrounding walls is calculated using 

the Hohenberg relation [10] (Eq. 10).  
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This correlation is relatively well adapted to direct 

injection diesel engines since high pressure 

injection systems allow reduction in soot particles 

formation. Thus the radiative part of heat transfer 

is not taken into account in Eq. 10. However, the 

convective heat transfer will be accurately 

determined within future studies on current 

automotive engines. Wall areas of burned and 

unburned zones are calculated thanks to the burned 

fraction correlation presented in Eq. 6, [11]. 
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Chemistry of combustion 
The combustion reaction was written for a 

C10,8H18,7 fuel with properties found in [12]. The 

combustion equation is: 
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where f is the equivalence ratio. CO2, H2O, N2 

and O2 come from the complete combustion, CO, 

H2, H, O, OH, and NO from dissociation and 

recombination reactions. にi represents the mole 

fraction of the constituent i, and i is the fuel 

quantity for one mole of products at stoechiometry. 

Species conservation relations combined with 

equilibrium constants expressions give a non linear 

system solvable with different methods. Olikara 

and Borman [13] described a complete method 

using a Newton–Raphson algorithm. This method 

is also used in this study. Specific heat and molar 

enthalpies expressions are temperature dependent 

according to relations of Kee and al. [14]. 

 

Modelling of nitr ic oxides formation 
In the present study the nitric oxide formation is 

assumed to follow the largely used extended 

Zeldovitch mechanism [15]. The following three 

equations are considered (Eq. 14). 
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ki represents the reaction rate constants. 

Correlations were taken according to Heywood 

studies [16]. 

 

According to chemical dissociations and assuming 

that [N] concentration remains constant, the 

evolution of [NO] concentration is expressed in 

Eq. 15. 
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and index e denotes equilibrium. 

 

Time step 
A 0,1 crank angle resolution gives a good 

compromise between computing time and 

accuracy. 

 

 

Compar ison of calculated and 
measured data 
 

Test bench 
Any prediction model has to be validated thanks to 

diagrams measured on the test bench. 

Experimental results on a naturally aspired single-

cylinder direct injection diesel engine are 

available, [17]. The main design parameters are 

presented in Tab. 1. The complete description of 

tests can be found in [17]. 

 

Constructor  Listter – Petter 

Bore 95,2 mm 

Stroke 88,94 mm 

Displacement 633 cm3

Compression ratio 19.22 : 1 

Cooling system Forced air circulation 

Table 1 – Engine technical features 

Compar ison 
These measurements are compared to the results of 

the previously described model. An example of 

pressure diagrams comparison is plotted in Fig. 7. 

 
Fig. 7 – Comparison between the experimental and 

numerical pressure diagrams 

 

Computer modelling gives good agreements with 

experiments for pressure diagrams and efficiency 

coefficients. The indicated efficiency さi, Indicated 

Mean Effective Pressure IMEP and volumetric 

efficiency さv comparison are shown in Tab. 2. 

 

 Model Experiment 

さi (%) 50,2 49,7 

IMEP (bar) 4,9 5 

さv (%) 85,2 85,7 

Table 2 – Engine performances comparison 

(1500 rev/min, 40% load) 

 
In the whole range of tests, the low average error 

between numerical results and measured values 

proves reliability of the model. 

 

Simulation results and correlations 

Objectives 
As already mentioned, the previous simulation 

program of Pirotais [6] needs a complete 

cartography of thermal losses towards the coolant 

loop. The aim of this study is to remove this step 

by using a correlation for indicated performance, 

deduced from two-zone modelling results. 

 

Theoretical analysis 
IMEP can be expressed from volumetric 

efficiency, equivalence ratio and indicated 

efficiency definitions (Eq. 18-22). 
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Speed and load var iations 
The experimental design method was applied to 

determine which parameters have a significant 

effect on indicated efficiency. The results revealed 

that speed, load and injection timing have major 

influence. The effect of rotation speed and load are 

studied first. The results are presented in Fig. 8. 
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Fig. 8 – Evolution of efficiency with different 

engine speeds and loads 

 

When the equivalence ratio is under 0.5-0.6, 

efficiency increases with a negative exponential 

trend. It decreases for higher values. Considering 

transient conditions and low loads during cold start 

driving tests, this study focuses on the first part of 

the curves.  

 

The relation deduced from results for equivalence 

ratio under 0.5 is given in Eq. 23. 
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Each parameter follows a linear dependence with 

engine speed (Eq. 24). 

NBAp iii .-?  (24) 

where pi represents さ0, g or f0. Ai and Bi are linear 

results from fitting database (Tab. 3). 

 
Parameter Ai Bi

さ0 53,3 -2,1.10-3

g 34,6 5,3.10-3

f 0 5,9.10-2 1.10-5

Table 3 – Linear coefficients for Eq. 24 

 
Considering the whole range of load and rotation 

speed, the maximum error between simulated and 

correlated indicated efficiencies remains under 

10% (Fig. 9). 
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Fig. 9 – Error between simulated and correlated 

indicated efficiencies 

 

This correlation only takes into account speed and 

load variations. For combustion engine behaviour, 

it should be completed by adding other physical 

parameters. Nevertheless the accuracy of the 

present correlation proves that this predictive 

method can be explored. 

Injection timing var iations 
Injection timing and combustion duration are 

physically linked [16]. However the experimental 

design method shows that combustion duration has 

a minor effect on indicated performance compared 

to injection timing. A sensitivity study on injection 

timing is then shown. 

Fig. 10 presents the evolution of pressure curves 

with injection timings between 5 and 25 degrees 

BTDC. As is well known, peak pressure increases 

with injection timing [7].  
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Fig. 10 – Pressure diagrams for different injection 

timings 

 
Fig. 11 shows the evolution of efficiency with the 

injection timing in a larger range. Maximum value 

appears around 15 deg. BTDC. These results show 

that injection timing must appear in global 

indicated efficiency correlation. Studies are 

currently carried out to define how this parameter 

must be taken into account in the reduced model. 
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Fig. 11 – Indicated efficiency evolution with 

injection timing (1500 rpm – 50% load). 

 

Nitr ic oxide formation 
As already shown, the main purpose of this paper 

is to predict engine performance. Last objectives of 

this study are AHS development and 

characterization of their effects on the warm up 

phase, including emissions. Simulations of NO 

formation are thus computed. An example is given 

in Fig. 12. The diagram trend agrees with 

Rakopoulos results [19] and validates the model. 

After reduction of the combustion model and its 

introduction in the global simulation tool, the 

comparison of the effects on emissions can become 

decisive for the AHS future classification. 

 
Fig. 12 – Nitric oxide formation (N = 1500 

rev/min, l = 0.5) 

 

Conclusions and perspectives 
 
A correlation for the prediction of indicated 

efficiency has been demonstrated. This correlation 

was based on numerical results from a two-zone 

combustion model detailed in this paper. For the 

direct injection diesel engine addressed in this 

paper, simulations proved that performance and 

engine settings can be correlated. Future studies 

aim to validate the present method in a larger range 

of engine types and specially car engines (turbo-

charged, direct injection, etc…). Correlations must 

also include other parameters such as injection 

timing. 

Further studies on the convective transfer 

coefficient must also be realised. Technical 

literature proves how difficult it is to well express 

the wall heat transfer. The most accurate 

correlation must be adapted and validated on 

turbocharged direct injection diesel engines. 

Exhaust Gas Recirculation (EGR) will be taken 

into account. Its effects on NO, soot emissions and 

on engine efficiency must appear in the final 

conclusions of the study. A single fuel injection 

type was computed here considering the 

experimental engine equipment. According to real 

trends several injections can be used for pollutant 

formation reduction. 
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Abstract 
 

Recent interest in natural refrigerants has created a new impetus for studies of CO2 as a working fluid in 

vapour compression systems for refrigeration and air conditioning. Two major drawbacks to its use are the 

very high pressure differences required across the compressor and the large efficiency losses associated 

with the throttling process in the refrigeration cycle. It is shown how these disadvantages can be minimised 

by the use of a screw machine both to compress the gas and use the expansion process to recover power. 

Both these functions can be performed simultaneously, using only one pair of rotors, in a configuration that. 

partially balances out the forces induced by the pressure difference and hence, reduces the bearing loads to 

an acceptable level.  A further feature is the use of rotors which seal on both contacting surfaces so that the 

same profile may be used for the expander and the compressor sections. This enables the rotors performing 

both these functions to be machined or ground in the same cutting operation and then separated by 

machining a parting slot in them. Computational Fluid Dynamics and Structural Analysis are used in this 

paper for investigation of the fluid and solid interaction in such machines. 
 

Key Words: Screw Compressor, Screw Expander, Computational Fluid Dynamics, Mathematical Modelling 

 

Nomenclature 

 

C - turbulence model constants 

f - body force  

i - unit vector 

I - unit tensor 

k - kinetic energy of turbulence 

m  - mass 

m$  - source in the pressure correction equation 

p - pressure 

P - production of turbulent kinetic energy  

q - source term 

Q$  - source in the energy equation 

s - control volume surface 

t  - time 

u - displacement in solid 

v - fluid velocity 

V - volume 

x - spatial coordinate 

z - axial coordinate 

I - diffusion coefficient  

g - dissipation of turbulent kinetic energy 

h  - variable 

n - Lame coefficient 

o - viscosity  

j - Lame coefficient 

t - density  

u" - Prandtl number 

Ft - time step used in the calculation 

 

Indices 

 

add - added or subtracted 

eff  - effective 

rec - receiver 

T - turbulent 
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Introduction  

Nearly 20% of the electricity produced in 

developed countries is used to drive compressors. 

The majority of these are required for air-

conditioning and refrigeration systems. There are 

therefore considerable environmental advantages 

to be gained by improving the efficiency of such 

systems and the compressors that drive them. 

A further requirement for environmental 

protection is the need to minimise the use of 

refrigerants which may lead to the breakdown of 

the ozone layer in the upper atmosphere. 

As a result of the latter requirement, in the last 

few years there has been a growth of interest in the 

use of natural fluids as refrigerants, in place of the 

halogenated hydrocarbons now widely used. One 

of these natural refrigerants is CO2, which is totally 

free from ozone breakdown effects.  Despite the 

environmental advantages of CO2 as a working 

fluid in vapour compression systems for 

refrigeration and air conditioning, there are two 

major drawbacks to its use. These are the very high 

pressure differences required across the 

compressor, which may be as high as 60 bar, and 

the large efficiency losses associated with 

throttling over such a large pressure drop in the 

near critical region.  To overcome the latter, some 

form of power recovery from this expansion 

process is essential if the resultant coefficient of 

performance (COP) is to be acceptable.  

A number of proposals have therefore been 

made to use various types of positive displacement 

machine, mainly of the vane type, in such a 

manner that compression in one part of them is 

combined with recovery of work from 

simultaneous expansion in another part. However, 

how well they operate with high pressure 

differences across the vanes has not yet been 

confirmed. 

For many years, the authors have been 

investigating the use of twin screw machines as 

both expanders and compressors of conventional 

halocarbon refrigerants. These have many 

potential advantages over other types of positive 

displacement machine. Unfortunately, when 

applied to CO2 the huge bearing forces 

associated with the pressure distribution within 

them have hitherto made them appear to be 

unsuitable. 

In this paper, it is shown how twin screw 

machines can be designed to carry out both the 

expansion and compression processes in one pair 

of rotors in such a manner that the rotor forces 

created by these two processes can be partially 

balanced to eliminate the axial forces and reduce 

the radial bearing forces. The disadvantages of 

twin screw compressors for such high pressure 

applications are thereby reduced.  

 

Figure 1 Typical CO2 cycle with throttle valve 

 

Figure 2 CO2 cycle with combined machine 

Analysis of a typical CO2 system, 

schematically given in Figure 1, has shown that in 

an idealised reversible cycle Figure 2, recovery of 

the throttle losses, by controlled expansion, will 

increase the COP by as much as 72%. In a 

practical system, this gain would be reduced by the 
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compression and expansion efficiencies, which 

would reduce the expansion work and increase the 

compression work.  

CFD analysis has been used here to model the 

pressure and temperature changes within the 

machine. This has been developed further to 

estimate how the solid components deform as a 

result of these changes and hence how the fluid-

solid interaction resulting from the deformation 

alters the performance. The results of such 

numerical simulation are presented in the paper. 

 

Background 

Screw compressors are efficient, reliable and 

compact machines and consequently both the 

majority of all positive displacement compressors 

now sold and those currently in operation are of 

this type. One of the main reasons for their success 

is the advance in manufacturing techniques, which 

enable compressor rotors to be manufactured, with 

very small clearances, at an economic cost. 

Internal leakages have thereby been reduced to a 

fraction of their values in earlier designs. However, 

pressure differences across screw compressor 

rotors impose heavy loads on them and create rotor 

deformation, which is of the same order of 

magnitude as the clearances between the rotors and 

the casing. Consequently the working pressure 

differences at which twin screw machines can 

operate reliably and economically are limited. 

Current practice is for a maximum discharge 

pressure of 85 bar and a maximum difference 

between suction and discharge of 35 bar. Rinder, 

[7], presented a comprehensive analysis of the 

effects of such pressures and Arbon, [1], gave a 

good review of current trends in the design, 

manufacture and use of high pressure screw 

compressors. CO2 (R744) in refrigeration cycles 

requires both maximum pressures and pressure 

differences beyond these limits. Accordingly, 

hitherto screw compressors have not been 

considered for this purpose.  

Other types of positive displacement 

compressors are used today for compression in 

CO2 cycles. Typically, these are single and two-

stage reciprocating compressors. A vane 

compressor study was presented in [4]. In such 

applications the authors concentrate on either the 

thermodynamic aspects of the CO2 cycle or 

mechanical design aspects of its compressors. In 

considering twin screw machines capable of 

operation over the pressure range required in 

CO2 refrigeration systems, the following factors 

must be taken into account 

Both the screw compressor and the expander 

consist essentially of a pair of meshing helical lobe 

rotors contained in a casing, with an open port at 

one end for admission of the working fluid and at 

the other for its expulsion. The rotors and housing 

together form a series of working chambers in 

which the trapped volume changes from zero to a 

maximum as the rotors revolve. Thus, the working 

fluid within them is either compressed or 

expanded, according to the direction of rotation.  

 

 

Figure 3 Screw compressor (a) and Screw 

expander (b) working principles 
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The compression process is shown in Figure 

3a. Here, the suction port is located at the low 

pressure end, where the trapped volume is largest 

while the compressed gas is discharged through the 

high pressure port at a position where the trapped 

volume is reduced in size.  The expulsion of the 

gas is complete when the trapped volume is zero 

since the clearance volume in these machines is 

negligible. 

Reversing the direction of rotation, as shown in 

Figure 3b, causes the direction of fluid flow 

through the machine to reverse.  Gas, then enters 

through the high pressure port and is discharged 

through the low pressure port.  It then acts as an 

expander. The machine will also work as an 

expander when rotating in the same direction as a 

compressor, if the suction and discharge ports are 

positioned in the same axial position but on the 

opposite sides of the casing to those shown, since 

this is effectively the same as reversing the 

direction of rotation relative to the ports.  

If the rotor profiles are generated to form a 

seal on both contacting surfaces, then expansion 

and compression can be performed with equal 

efficiency in a single pair of rotors rotating in the 

same direction, simultaneously in one machine, by 

correct positioning of the appropriate inlet and exit 

ports along the length of the casing.. There are two 

methods by which this may be achieved. The first, 

which is cheaper but more limited in scope, is to 

carry out both functions in a single chamber, 

containing only three ports, as shown in Figure 4a. 

The second is to use separate inlet and exit ports 

for each function, as shown in Figure 4b, with a 

division in the casing between the expander and 

compressor chambers. The common feature of 

both these arrangements is that the rotors and the 

casing for both functions can be each machined or 

ground in a single manufacturing operation. 

Both the three port arrangement, as shown in 

Figure 4(a) and the four port arrangement shown in 

Figure 4(b) have the advantage that with 

approximately equal pressures on each end of the 

rotors, the axial forces on them are more or less 

balanced out. However, there is an important 

additional feature of the arrangement shown in 

Figure 4.  This is the location of the high pressure 

ports, facing each other, in the centre of the casing.  

By this means the radial loads on the rotors, due to 

the pressure difference along them, are also 

partially balanced.  This leads to reduced bearing 

loads and hence, to the ability to design such 

machines to withstand higher differential pressures 

than if the expander and compressor were designed 

and built as separate machines.  It also results in 

smaller mechanical friction losses. 

 

Figure 4 Combined compressor-expander with single chamber (a) and with split chambers (b) 
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This is of particular importance when 

considering the design of refrigeration 

compressors for use with natural refrigerants such 

as CO2, where the permitted sustainable bearing 

load limits the maximum operating pressure 

difference. 

A large mass, but negligible volume, of oil is 

injected into the casing to seal and lubricate the 

rotors and also to reduce the temperature rise of 

the working fluid and hence that of the rotors. 

Thus thermal distortion of the rotors is small. The 

net result of reduced axial and radial loading and 

thermal distortion of the rotors, in the combined 

machine, is that the range of pressure differences 

for which it can be used is increased.  This makes 

it possible to consider such a machine for use in 

CO2 refrigeration applications. 

 

3-D CCM Calculation 

Improvements in both, computational speed 

and numerical methods over the last thirty years 

have greatly increased the scope and power of 

Computational Fluid Dynamics (CFD), and 

Computational Continuum Mechanics (CCM), in 

engineering design. Consequently, vendors of 

CFD and CCM software packages have developed 

facilities for their use in a wide range of 

engineering applications. Because none of the 

standard packages were capable of analysing the 

complex geometry and processes within screw 

machines, designers of them have hitherto made 

little or no use of them. 

A CCM method simultaneously enables 

calculation of the fluid flow and structure 

behaviour to determine the effects of changes in 

the compressor geometry on internal heat and 

fluid flow and vice versa. Such an approach can 

produce reliable predictions only if calculated 

over a substantial number of grid points on a 

sliding and stretching moving mesh.  

 

Grid Generation 

The authors have developed an automatic 

numerical mapping method for arbitrary screw 

compressor geometry, as explained in [5], which 

was later used for the analysis of the processes in 

screw compressors. This method took advantage 

of the work done by Peric and Demirdzic, [3] and 

[2], who showed that by the use of moving frames 

on structured and unstructured grids, a common 

numerical method could be used for the 

simultaneous solution of fluid flow and structural 

analysis. On that basis, the authors have 

developed an interface program called SCORG 

(Screw COmpressor Rotor Geometry Grid 

generator), which also enables a grid, generated 

by the program, to be directly transferred to a 

commercial CFD or CCM code through its own 

pre-processor. A number of commercial 

numerical solvers are currently available, of 

which the authors decided to employ Star CD’s 

COMET for screw machine calculations. That 

code offers the possibility to calculate both the 

fluid flow and its effects on the solid structure 

simultaneously by the application of CCM. 

The interface employs a novel procedure to 

discretise rotor profiles and to adapt boundary 

points for each particular application. An 

analytical transfinite interpolation method with 

adaptive meshing is used to obtain a fully 

structured 3-D numerical mesh, which is directly 

transferable to a CFD code. This is required to 

overcome problems associated with moving, 

stretching and sliding rotor domains and to allow 

robust calculations in domains with significantly 

different ranges of geometry features. 

 

Governing Equations 

The compressor flow and the structure of the 

compressor parts is fully described by the mass 

averaged conservation equations of continuity, 

momentum, energy and space, which are 

accompanied by turbulence model equations and 

an equation of state, as shown in [3].  The latter is 

required to take account of temperature and 

pressure changes in the screw machines, which 

alter the working fluid density.  In the case of 

multiphase flow, where oil is injected in the 

working chamber, a concentration equation is 

added to the system. The numerical solution of 

such a system of partial differential equations is 

then made by inclusion of constitutive relations in 

the form of Stoke’s, Fick’s and Fourier’s law for 

the fluid momentum, concentration and energy 

equations respectively and Hooke’s law for the 

momentum equations of a thermo-elastic solid 

body.  

All these equations are conveniently written in the 

form of the following generic transport equation:  

245

SIMS 45

Proceedings of SIMS 2004
Copenhagen, Denmark, September 23–24, 2004

www.scansims.org



( )

grad

s

V S

S V

S S V

d
dV d

dt

d dh h

th th

h

- / © ?

? I © - © - ©

Ð Ð

Ð Ð Ð

v v s

s q s q dVh

(1) 

Here h stands for the transported variable, e.g. 

Cartesian components of the velocity vector in 

fluids vi, enthalpy h, etc. Ih is diffusion coefficient. 

The meaning of source terms, qhS and qhV in all 

transport equations is given in  

Table 1.  

The resulting system of partial differential 

equations is discretised by means of a finite 

volume method in the general Cartesian coordinate 

frame. This method enhances the conservation of 

the governing equations while at the same time 

enables a coupled system of equations for both 

solid and fluid regions to be solved simultaneously.  

 

 

Boundary Conditions 

This mathematical scheme is accompanied by 

boundary conditions for both the solid and fluid 

parts. A novel treatment of the compressor fluid 

boundaries was introduced in the numerical 

calculation, as presented in [6]. The compressor 

was positioned between two relatively small 

suction and discharge receivers. By this means, the 

compressor system becomes separated from the 

surroundings by adiabatic walls only. It 

communicates with its surroundings through the 

mass and energy sources or sinks placed in these 

receivers to maintain constant suction and 

discharge pressures. The mass source, which exists 

in the pressure correction equation, is calculated as 

the difference between the cell pressure p from the 

previous iteration and the prescribed pressure in 

the receiver, prec as: 

 

rec
add

p const rec

m
dt p t

p pdm Vt

?

? …Ä Õ FÅ Ö
$ /Ã Ô

 (2) 

The volume source for the receiver cells which 

exists in the energy equation is calculated from 

the mass source as: 

add add add add

p const

Q h m h
dt ?

? ?Ä Õ
Å Ö

$ $dmÃ Ô
 (3) 

 

The enthalpy of the fluid added to or 

subtracted from a cell is calculated on the basis 

of the thermodynamic property values achieved 

in the previous iteration.  

 

Table 1 Terms in the generic transport equation (1) 

Equation h" Ih" qhS qhV 
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Momentum 
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The solid part of the system is constrained 

by both Dirichlet and Neuman boundary 

conditions through zero displacement in the 

restraints and zero traction elsewhere. The 

connections between the solid and fluid parts are 

explicitly determined if the temperature and 

displacement from the solid body surface are 

boundary conditions for the fluid flow and vice 

versa. 

Presentation and Discussion of the Results 

A personal computer, with an Athlon 1800 

MHz processor and 1.5 GB memory was used for 

the calculation. The compressor operation was 

simulated through 24 time steps for one interlobe 

rotation giving an overall number of 120 time steps 

for one full rotation of the male rotor. The time 

step length was synchronised with a compressor 

speed of 5000 rpm. An error reduction of 4 orders 

of magnitude was obtained after approximately 50 

outer iterations at each time step, which took 

approximately 10 minutes of computer running 

time. The overall compressor parameters such as 

the torque, volume flow, forces, efficiencies and 

compressor specific power were then calculated. 

Additionally, pressure-time diagrams of the 

compression process, the flow and pressure 

patterns in the compressor chambers and the rotor 

deformation are provided. 

 A balanced rotor two-chamber combined 

compressor expander is considered here for a high 

pressure CO2 application. Gears are not used to 

synchronize the rotors since a fair amount of oil is 

injected in the system to seal and lubricate the 

rotors and cool the gas. The oil also maintains the 

temperature of the rotors at a similar level to that 

of the main fluid. 

As already explained, the two chamber porting 

arrangement, shown in Figure 4, results in the 

balancing of the axial load on the compressor 

rotors, as shown Figure 5. Also, since the radial 

loads on the compressor and expander sections are 

located almost opposite each other near the centre 

of the rotors, the radial loads on the bearings are 

thereby reduced as shown in Figure 6. 

Hence the mechanical friction losses become 

smaller. The reduction of the bearing load is of 

particular importance when considering the design 

of CO2 since it is the value of the sustainable 

bearing load which limits the maximum 

permissible operating pressure difference.  

 

 

 

Figure 5 Radial and axial forces for compressor, 

expander and combined compressor-expander 

Additionally, in the combined machine, the 

deformation of the rotors is substantially smaller 

than in the case of only compressor or the 

expander, as can be seen from Figure 7. 

Deformations presented in this figure are 

magnified 5000 times. Together, the reduced rotor 

deformations and the rotor profile used, which 

results in a stronger female rotor, increase the 

range of pressure for which a screw machine can 

be used for CO2 refrigeration applications. 
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Figure 6 Position of radial and axial forces for  

compressor, expander and combined compressor-expander 

 

Figure 7 Deformations of the compressor rotors (left) and  

combined compressor-expander rotors (right) 

Conclusions 

The ability to use a single pair of screw rotors 

for simultaneous compression and expansion in  

separate chambers of the same casing makes it 

possible to use such machines in vapour 

compression refrigeration and air conditioning 

systems with CO2 as the working fluid. 

 A full 3-D CFD fluid flow and structure 

simulation has been carried out to determine how 

pressure and temperature change during the 

process and how these influence the internal 

distortion within high pressure screw compressor-

expanders. Preliminary results show a reduction in 

both the radial and the axial forces and thereby a 

reduction in the mechanical losses. In addition the 

system efficiency is increased due to partial 

recovery of the energy in the expander section of 

the machine. 
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Abstract
 The construction of explicit fractional-rational methods for numerical treatment of stiff

systems of dynamic processes is discussed. The new formulas of A-stable and L-stable rational

approaches are used for one-step (multistep) methods of arbitrary order of accuracy and stability

properties are investigated. The results of numerical testing on stiff systems of ODEs are

presented.
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Nomenclature
A - positively constant matrix

D - domain of existing solution

)(upD -operator function

E - identity matrix

f - function of a right-hand part of system

h - step

x - independent variable

)(xy - solution of problem

in - corresponding eigenvalue

N - diagonal matrix

Introduction
The mathematical models of dynamic processes in

different physical objects have been described by

system of ordinary differential equations (ODEs)

and formulated as.  Modern linear numerical

methods for solution Cauchy’s problem are share

on explicit and implicit methods [1-4]. With

opening the stiff phenomena for the systems of

ODEs [1] became not effective an explicit

numerical methods. In this connection an implicit

numerical methods have been widely developed as

single-step Runge-Kutta and Rozenbroc – type

methods and multistep methods. All these methods

based on the repeated solution of nonlinear

algebraic equations that is one of the main

restrictions for applications of implicit methods.

Theoretically these methods under the determinate

conditions have posses stability properties, but

during their practical realization this properties can

be looses. .

The most wide development on today has Gear’s

implicit multistep methods [3,4]. However, for

them Dahlquist’s barrier takes place [1], which

means that A- stable multistep methods cannot

have higher than second order.  Except for that the

characteristic equations have ‘parasitic’ roots,

which influence on the stability domain of

methods.

 The new directions in construction of numerical

methods for investigation of stiff systems we can

find in Wambecq A. [5,6]. He used the Pade

transformation for construction nonlinear

fractional-rational numerical methods. However,

their distributions were impossible due to

operations of division on vector systems of ODEs

on vector. But Sottas G. [8] has been shown, that

Wambecq’s methods are unstable for stiff systems

of ODEs.

The resulted brief analysis of the modern

numerical methods of solution stiff systems of

ODEs has shown the urgency of construction new

types and more effective numerical methods.
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Structure of fractional-rational
approaches for stiff problem

We consider system of the ordinary differential

equations

),( yxfy ?|   ,                          (1)

where 
NNN RRfRy ›Œ -1:, , on an interval

],0[ kxxŒ  with initial conditions

0)0( yy ? .                             (2)

We assume existence of continuous and multiple

differentiated unique solution of the problem

(1),(2) in domain
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We divided an interval of argument change x  on

some parts ).,0(],,[ 1 knn Nnxx ?-

Firstly we consider a scalar problem (1), (2) at

1?N  and assuming that  the following

inequalities take place
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We also assume that we know the solution of a

problem in grid node nx . Let construct an approach

of the solution )( hxy n -  in vicinity of a point nx

by the help of fractional-rational function
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We present the relation (5) as
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and take p  derivatives  of (7) on argument x .

Then the k-derivative ( pk ,0? ) can be written  as
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Using (6) and having entered a

designation )()( )( k
nn

k yxy ? ) we can receive

coefficients kb  from (9)
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The system (10) defines linkage between unknown

coefficients ib  and ic , that is necessary for

performance of condition (6).

For obtain approaching of the solution in the grid

node 1-nx  we use the value of fractional-rational

function )(xzp  at nn xxh /? -1  and  designate it as
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The formula (11) has 22 -p  unknown coefficients,

overwise the system (10) contains only 1-p

equations. That’s why, for obtain unknown

coefficients ib  and ic  it is necessary to accept

1-p  free parameters in (10). Depending on a

choice of separate coefficients for free parameters

and their values from (11) and (10) it is possible to

receive various formulas of approaches the

solutions possessing certain properties of a

adjusting and stability.

We now fix as free parameters ic  for accept from

(10) coefficients ib and then after their substitution

in (11) we can receive following expression of

fractional-rational approaches formed as a result of

a choice of free parameters

Â

Â

?

?
/

- ? p

i

i

i

p

j
njp

j

j
p

n

hc

Thc
y

0

0
,

][

1
,              (12)
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)0(

0

.
!

1 s
n

s
k

s
nk yh

s
T Â

?

? ,                     (13)

where njpT ,/  - is a partial )( jp/  Taylor's sum

concerning in grid node nx .

The formula (12) includes all partial Taylor’s sums

from p to the zero order, where nn yT ?,0 .

Therefore, if we input designation

),0(,)(
0

1 pihccjh i

i

p

j

j

i ?? Â
?

/y ,      (14)

than  formula (12) may be rewrite as

Â
?

/- ?
p

j
njpj

p
n Ty

0

,
][
1 y .                    (15)

It is possible to consider it in the certain sense

averaging with weight coefficients of Teylor’s

approaches from zero up to p order of accuracy.

Definition1.  The approach (12) is adjusted with

p - order if for a difference between the Taylor’s

formula p -order of accuracy npT ,  and fractional-

rational approach takes place the following relation

0,)( 1][
1, ›?/ -
- hhOyT pp

nnp .     (16)

Theorem 1. If coefficients ),0( pici ?  in (12)

are satisfy conditions 1
0
?c  and

Â
?

@”
p

i

i
i hhc

0

0,0  at 0›h  than approach (12) is

adjusted with porder of accuracy irrespective of a

choice of concrete values of coefficients ic .

Proof: We shall check the fulfillment of  (16)
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After simple transformations of (17) we  obtain
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That means the theorem is prooved.

For constructing of solution of system’s ODEs we

use the structure of relations (11) and (12). In this

case the vector-function and Teylor's approaches

also are vectors. Therefore coefficients ib  are

vectors of dimension N , and parameters ic  -

square matrixes of the size NN · , where N -

dimension of system (1). In (12) division is

considered as product of an inverse matrix of a

denominator (it is supposed it nonsingular) on

vector - numerator.

In (12) ][
1

p
ny -  and nkT ,  are N - dimension vectors

and ic - square matrixes of dimension NN · .

Further we shall accept, that Ec ?0  , where E - an

identity matrix of dimension NN · .

Stability of fractional-rational
approaches
The development of numerical methods of the

solution of stiff systems has included the stability

investigations [8-13]. We consider the selection of

values of matrix coefficients ic  for maintenance of

required type of stability approaching.

It is known [14], that in vicinity of the solution

),( 0yxy  , the system (1) is well approximated by

linearized system with Jacobi matrix of the right-

hand-side of system. Therefore, Jacobi matrix is an

important characteristic of system’s behavior.

From these reasons, matrix coefficients ic  we set

as

),1(,,0 piJcEc i
nii ??? c ,              (19)

where 

i

n

i
n y

f
J Õ

Õ
Ö

Ô
Ä
Ä
Å

Ã

•
•

? , ic  - scalar parameter. In this

case the approach (12) we rewrite as

Â
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?
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i
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i
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p
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1

c

c
            (20)

It is necessary to choose the values of parameters

ic ),1( pi ?  for maintenance the stability of

approaches (20).

The stability we shall investigate on model system

0?-| AYY                             (21)

where A - positively determined constant matrix.
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An approach (20), which is the solutions of system

(21) after simple transformations taken form

np
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p
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1
()1(

0 0][

1

,    (22)

where E?0c .

By using (22) we will estimated the stability of

approach (20).

Let for matrix A  exists such matrix B , that

N?/ ABB 1
, where N - is a diagonal matrix. Then

by substitution

BZY ?                      (23)

we obtain N  independent the equations

Nizz iii ,1, ?/?| n ,

where in - i -eigenvalue of a matrix A . Every

eigenvalue we shall consider  as complex number.

Similar substituting (23) into (22) we obtain N
independent relations of scalar type
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z

h

h
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z nk
jj
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? ?
-
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n
c

        (24).

Thus, stability of approach (20) can be investigated

by the scalar equation

yy n/?|                      (25)

with complex value of parameter n .

Taking into account (22), we can write down an

approach of the solution (25) as

np
p

n yDy )(][

1 u?-                      , (26)

j
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,        (27)

where  1, 0 ?? cnu h .

The stability domain of method is completely

define by the operator function )(upD .

We enter the designation

Â
? /

/?
j

i
i

j
j ij

0
)!(

1
)1( cd , ),1( pj ?  ,         (28)

and rewrite (27) as
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For example, at 0?jd , ),1( pj ?  we  obtain linear

system of the algebraic equations from (28) with

parameters ic : 1?oc ,
!

)1(

i

i

i
/

?c , ),1( pi ?    .     (30)

At these values of parameters of approach (20) we

will obtain

] _

)
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)1(
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(

,
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,
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j
p
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p
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The approaches (31) of higher than 2-nd order of

adjusting are )(cA  stable and they are expedient

on stiff systems with nonoscillating solutions.

For construction approaches of oscillating

solutions it is necessary to use A-stable formulas.

For operator function )(upD  of A-stable

approaches in complex plane )Re(u , )Im(u  must

satisfy a condition: 1)( >uD  on half-plane

0)Re( @u  and 1)( ?uD  on an imaginary axis.

It is easy to prove, that operator function of such

approaches can be presented as

 
)(

)(
)(

u
u

u
p

p
p Q

Q
D

/
? ,                      (32)

where Â
?

-?
p

k

k

kp aQ
1

1)( uu , ka - positive

numbers.

For reception from (28) operator function of the

specified structure (32) it is necessary to satisfy the

following conditions

0,0, 122 >@? /kkjj cccd .       (33)

Using (28) and (33), we can received system of the

linear equations, after solving which we shall

determine values of parameters ic  for construction

ん-stable approaching (20) . Note, that it is possible

to build the ん-stable fractional-rational approaches

of various orders of adjusting with identical

denominators.

For example, approaches of 2-4 order of adjusting

we can represent as
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which  has the common operator function

2
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    .                (37)

Similarly we can to construct the ん-stable

approaches of higher orders.

Except of ん-stable approaches, the important

group is consist the L-stable approaches.  We shall

notice, if an operator function of method has

coincide with elements of one of two main under-

diagonals of Pade’s table of approximation

exhibitors [1] that satisfy L-stable methods. It is

possible to build L-stable approaches.

For example, L-stable approaches of 2-3 nd

orders are present as
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with common operator function
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.         (40)

They are especially suitable for research stiffly-

oscillating problem.

Similarly, it is possible to build and other formulas

of higher orders approaches, possessing set types

of stability. For realization of concrete approaches

formulas, it is necessary to specify a way of

calculation of partial Teylor’s sums nkT , and values

of Jacobi matrix in the net units.

If for calculation of the specified sums we take an

explicit Runga-Kutta methods and formulas of

fractional-rational approaches then it is possible to

build single-step fractional-rational numerical

methods. If for approximation of the partial

Taylor’s sums we use explicit linear multistep

numerical methods, we can construct the multistep

fractional-rational numerical methods.   

Test Problem 
We compute the following nonlinear

system of the equations :

ayyab

ybayabybay
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  (41)

Initial conditions 5.1)0(,1)0( 21 ?? yy   on an

interval of argument change 200 ~~ x  and

condition for 0,0 >> ba  . 
The system of the equations (41) has an exact

solution
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In an index point x=0 eigenvalues 1n  and 2n  of

the Jacobi matrix for system (41) has accept values

4

)(8)( 22

2,1

bababa /--‒-
?n   (43)

         
During the problem’s solution we yields the

limiting values a21 ›n  and b22 ›n .

The system (41) has been investigated numerically

by proposed rational methods and implemented in

BASIC computer codes (Program “RROSM”) with

different accuracy E-02, E-04, E-06 at values

50000/?a  and 5.0/?b . In this case the
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eigenlavues at x=0 are 832.499991 /?n ,

582.249992 ?n  and then aspire to limiting

values 1000001 /?n and 12 /?n .

 All received results do not exceed the set

allowable error on all an interval of integration.

Experimental researches of other various stiff test

problems also have confirmed efficiency of

fractional-rational suggested methods. 

Conclusions
As the results of paper we obtained:

‚ Developed theory fundamentals of stable

fractional-rational approaches for numerical

methods of the stiff systems ODEs;

‚ The type of approaches depends on

coefficients of Taylor’s sums. Their

approximation technique based on one-step

and multistep linear numerical methods;

‚ Realization of proposed methodology for

solving the stiff problem convincible

implemented in computer code and tested by

several examples.
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Abstract 
 

The filling process of a fuel oil storage tank containing a higher temperature fuel oil is numerically 

analysed. The effect of inlet position on  transient turbulent flow in a fuel oil tank is investigated by a 

two-dimensional g/k  model. A transient stream function-vorticity formulation is used for predicting 

streamlines and temperature distributions. Streamlines, temperature distributions and transient average 

temperature variations are presented for four different inlet port locations and for two different aspect 

ratios. Finally, the effect of aspect ratios on transient average temperature variations in the tank is 

discussed.     
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Nomenclature 

 

B  width of tank [m] 

o,20,3,1C  constants 

d  depth from the fuel oil surface [m] 

E  dimensionless rate of dissipation of 

turbulence kinetic energy 

g  gravity acceleration [m/s
2
] 

Gr  Grashof number 

h  height of inlet port [m] 

H  distance from the inlet port to the fluid 

surface [m] 

k  turbulence kinetic energy [m2/s2] 

K  dimensionless turbulence kinetic energy 

L  height of tank [m] 

Pr  Prandtl number 

Re  Reynold number 
*Re  Reynold number based on eddy viscosity 

FR  flux Richardson number 

 

 

 

 

 

S  turbulence kinetic energy due to Reynold 

shear stress 

t  time [s] 

T  temperature [K] 
TF  

0TTi /  

vu,  horizontal and vertical velocity 

components [m/s] 

VU ,  dimensionless horizontal and vertical 

velocity components 

yx,  horizontal and vertical coordinates 

YX ,  dimensionless horizontal and vertical 

coordinates 

c  thermal diffusivity [m2/s] 

d  volumetric coefficient of expansion 

g  rate of dissipation of turbulence kinetic 

energy [s3/m2] 
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j  kinematic viscosity [m2/s] 

i  start-up function 

s  dimensionless temperature 

k,gu  constants 

v  dimensionless time 

0v  dimensionless startup time 
*v  dimensionless time 

y  vorticity [1/s] 

Y  dimensionless vorticity 

[  dimensionless stream function 

 

Subscripts 

 

0  inflow 

i  initial 

t turbulent 
 

 

Introduction  
 

The low grade heavy fuel oil used in Diesel engines 

on board ships and in power stations include sludge 

contents, catfines and other harmful solid particles. 

There is an increased demand for efficient cleaning 

in order to achieve reliable and economical 

operation of Diesel engines. The fuel treatment 

systems include heaters, filters, separators, pumps 

and settling and daily service tanks. The main 

purpose of using of settling tanks from cleaning 

aspects is to act as a buffer tank, to provide a 

constant temperature and to settle and drain gross 

water contaminant.   
 

According to the classification societies a special 

fuel supply is to be provided for the prime movers of 

the emergency source of electrical power, for 

example the motors driving emergency fire pumps. 

By the arrangement of the fuel oil tank, the 

emergency diesel equipment must be kept in a state 

of readiness when the outside temperature is low [1]. 

On the other hand the temperature in a tank should 

not be below 50-60 oC, otherwise the fuel oil may 

not be pumpable [2]. Because of that it is important 

to maintain a constant  temperature and a 

temperature control system should be installed to 

minimise the temperature fluctuations in a tank. Due 

to the potential risk of thermal stratification problem 

in a tank and too low temperature at suction point 

for a feed pump the position  of inlet port of a tank is 

very important [3]. 
 

The stratification of two fluids at different 

temperature is an important consideration in the 

design of thermal storage tanks. In recent years 

considerable research efforts have been devoted to 

the study of thermal behaviour of the stratified 

fluids in thermal storage tanks especially in solar 

energy domain. Gari and Loehrke [4], Baines et 

al. [5], Abu-Hamdan et al. [6] and Nakos [7] 

investigated the  flow conditions into tanks. 

Homan and Soo [8, 9] modelled the transient 

stratified flow into a chilled-water storage tank for 

laminar flow conditions. Mo an Miyatake [10] 

numerically analysed the transient turbulent flow 

field in thermally stratified water tank. Cai and 

Stewart [11] investigated the mixing process that 

occurs when a cold fluid flows in to a two 

dimensional tank containing a warmer fluid. A 

few studies have been reported for the case of 

different fluids such as liquid natural gas or oil 

[12-14]. Vardar [15] numerically analysed the 

filling process of a fuel oil storage tank with an 

inlet port close to the bottom of the tank and 

presented  streamlines, isotherms and transient 

average temperature variations for three different 

inflow velocities and for three different cases of 

heating.  

 

The purpose of this present work is to investigate 

the effect of  inlet position and  aspect ratios, L/B, 

on the transient turbulent flow field and on the 

temperature distribution in a fuel oil storage tank. 

 

Mathematical model    
 

A simplified two-dimensional tank geometry is 

shown in Fig.1. The height and the width of the 

tank are L and B respectively. The height of the 

inlet is h and the distance from the inlet port to the 

fluid surface  is H.  

 
 

                                         

                                  y              d   
              H                          

                                     x                             L     
                                     B                                                                 
                             
                             U0 ,T0                                                                    

                 h                                                  

 

Figure 1: Geometry and coordinates of the tank 
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It is assumed that the side and bottom walls and 

fluid surface are thermally insulated and that the  

tank is filled with hot fuel oil at an initial 

temperature. Cold fuel oil, which is at a lower 

temperature than the fuel oil in the tank, enters from 

the inlet port at the left hand side of the tank. 

                 
The governing equations describing transient and 

turbulent flow of viscous and incompressible fluid in 

the tank are continuity, momentum, energy, 

turbulent kinetic energy and dissipation rate of the 

turbulent kinetic energy equations. A more detailed 

explanation about the mathematical model can be 

found in a previous study of the author [15]. 

Dimensionless equations in stream function-vorticity 

formulation are given as follows. 
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Eqs. Y  s  K  E  

a 1 Pr  1 1 

b 1 
tPr  ku  gu  

 

Table 1: Definitions for a and b in Eq. (7) 
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Eqs. (1)-(8)  are written in terms of the following 

dimensionless variables : 
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The turbulent viscosity tj in Eq. (12) is expressed 

as follows:  

 

g
j o

2k
Ct ? , 

* +ÙÚ
×
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Ç
-
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?
50/Re1
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exp0

t

CC oo
          (13) 

 
*Re  is the Reynold number based on eddy 

viscosity [16]. 
tPr  is the turbulent Prandtl number 

[17] , dimensionless factors 2C  and oC   are 

functions of turbulent Reynold number, 
tRe  [18]. 
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E

K
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2

ReRe ?           (14) 

The values of the numerical constants appearing 

in the above equations are given in Table 2.  
 

1C  3C  20C  0oC  ku  gu  

1.44 0.8 1.92 0.09 1.0 1.3 

 

Table 2 : Values of the numerical constants 

 

Initial and boundary conditions 

 

The initial conditions: 
 

0?[?Y???? EKVU  and 1?s           (15)  
 

At the inlet [11]: 
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Y

U
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                             (16) 

 

At the left hand wall of the tank a start-up function, 

i is used for ramping the inlet boundary condition 

on velocity from its initial condition to its steady-

state value over a dimensionless time period of 

2.00 ?v , which is defined as follows [8,9]:  
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                        (17) 

 

All of the other walls of the tank are assumed to be 

no-slip, impermeable and adiabatic. 

 

At the fluid surface: 

0?
•
[•

?
•
•

?
•
•

?Y???
YYY

V
KEU

s
          (18) 

 
   

Numerical method 

 

The mathematical model is solved by a finite 

differences  procedure which is developed for 

turbulent flow [15]. The procedure is developed by 

modifying a method which is described for laminar 

flow by Chow [19]. At any time instant the vorticity, 

the temperature, the turbulent kinetic energy and 

dissipation distributions are obtained from 

conditions at the previous time step. Upwind and 

central differencing scheme is used to approximate 

the time derivatives.  Stream function is computed 

based on vorticity distribution by solving Eq. (5) 

with successive over relaxation method. Velocity 

components are calculated from the known stream 

functions. 

The two-dimensional computational region as shown 

in Fig. 1 is an open top rectangular tank and it has a 

height of 20 times the dimension of the inlet 

opening. For the simulations 21X41and 41X41 

uniform grid sizes are chosen for two different tank 

sizes (L/B=2 and L/B=1) after performing the grid 

independency tests. During the transient process grid 

size effect is evident but not too significant. The 

maximum deviations between average temperatures 

in the tank depending on time is less than 1.3 % 

even for the grid size of 21X41/51X101.  

For the validation of the method the results of the 

present study are compared with the results of the 

previous studies and they are found to be in good 

agreement. [11, 15].   

 

Results and discussion 
 

The tank is assumed to be filled with stagnant fuel 

oil at 60 oC. The fuel oil entering into the tank is 

40 oC during the process. Kinematic viscosity of 

the fuel oil is 3.75X10-4 m2/s and Prandtl number 

is 10400 at inflow temperature. The inlet height is 

0.1 m. Because the inflow velocity into the fuel 

oil tanks should not be higher than 1.0 m/s [3], the 

inflow velocity is assumed to be  0.5 m/s. Reynold 

number related to inflow velocity which is 

calculated according to Eq. (12) is 133. The value 

of the parameter of Gr/Re2, which is an important 

parameter for the transient turbulent flow in 

thermal storage tanks, is determined to be 0.055 

by the Eq. (11). 
 

The dimensionless time step is chosen to be 0.05. 

In order to examine the effect of the inlet position 

and aspect ratios on the transient thermal 

behaviour of the tank, the average temperatures 

are calculated at three different depths of the tank 

and at the surface. The average temperature at a 

horizontal plane at any depth of the tank is 

defined as follows : 
 

Ð?
hB

ave dx
hB

/

0
/

1 ss                           (19) 

In order to investigate the thermal behaviours of 

the tank the dimensionless transient average 

temperatures are plotted versus a new 

dimensionless time:  
 

2

0

*

hBLhuBL

t vv ??                           (20) 

 

When this new dimensionless time, 
*v , is equal to 

1.0, it means that the fuel oil in the tank is 

completely replaced by the fuel oil entering the 

tank [10, 16]. 
 

Effect of inlet position on the transient average 

temperature variations 
 

In order to see the thermal behaviours of the tank 

the dimensionless average temperatures are 

plotted versus the dimensionless time. The 

variations of average temperatures in three depths 
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of the tank (d/L=0.25, d/L=0.5, d/L=0.75) and on the 

fluid surface (d/L=1) for the aspect ratio of L/B=2 

and for four different inlet positions (H/h=19, 14, 9 

and 4) are shown in Figs. 2-5. For each inlet position 

the average temperatures at each depth decrease 

from 1.0 (dimensionless hot fluid temperature) to a 

lower temperature after a lag time that depends on 

inlet position. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2 : Transient average temperature variations 

at  four depths for L/B=2, H/h=19 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure  3  :Transient average temperature variations 

at four depths for L/B=2, H/h=14 

 

As shown in Fig. 2, the lag time at d/L=0.25 is less 

than 0.1 and as soon as the lag time ends, the 

transient average temperature decreases rapidly     

from 1 to 0.37. The lag times are 0.37 for d/L=0.5 

and 0.56 for d/L=0.75, and the average temperatures 

for these two depths decrease to 0.56 and to 0.85 

respectively at 1* ?v . The average temperature at 

the fluid surface stays constant at initial 

temperature till 95.0* ?v and then begins to 

decrease slightly. As can be seen from Fig. 2 the 

transient average temperatures at each depth are 

rather different from each other. As can be seen 

from Fig. 3  the transient average temperatures at 

d/L=0.75 and d/L=1.0 remain constant at the 

initial temperature till 6.0* ?v  and then they 

begin to decrease rapidly to the temperature 

values of 0.18 and 0.33 respectively. For the case 

of  d/L=0.25 the  average temperature values 

almost regularly decrease from 0.87 to 0.11. The  

average temperature values for the case of  

d/L=0.5 remain constant till 
*v =0.12. After that 

point on they  begin to decrease to a temperature 

value of  0.18 at 
*v =1.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4 :Transient average temperature variations 

at four depths for L/B=2, H/h=9 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5 :Transient average temperature variations 

at four depths for L/B=2, H/h=4 

 

Dimensionless time 
*v  

Dimensionless time 
*v  
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As can be seen from Fig. 4 the transient average 

temperatures at each depth of the tank decrease to 

the values between  0.55 and 0.3 beginning from 
*v =0 and almost a homogeneous temperature 

distribution occurs in the tank at  *v =1. As shown in 

Fig. 5 the average temperatures for d/L=1 drop a 

little at the beginning of the process and remain 

constant at a value of 0.87 till *v  =1.  The average 

temperatures for d/L=0.25 decrease slightly to a 

value of 0.69 after the lag time. The average 

temperatures for the other two depths (d/L=0.75 and 

d/L=0.5) are almost the same as each other after 
*v =0.25 and they  decrease rapidly to the 

dimensionless average temperature value of 0.25 at 
*v =1. Therefore the average temperatures at the 

region close to the middle of the  tank are quite 

different from those at the bottom and top regions of 

the tank.  

 

Transient flow and temperature fields 

 

For Re=133 and Gr/Re2=0.055 the computed results 

for different inlet positions are presented as 

streamlines and temperature fields at *v =1 in Figs. 

6-9.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6 : Streamlines and temperature fields at 

L/B=2, H/h=19 

 

As can be seen from Fig. 6 cold fuel oil enters into 

the tank from lower corner of the left-hand wall of 

the tank, then it impinges upon the right-hand wall 

and changes its direction to the left-hand wall. After 

arriving the left-hand wall it returns to right-hand 

wall and a second vortex forms in the tank. It can be 

seen that the temperature values decrease in the 

lower region of the tank and the dimensionless 

temperature values are more than 0.8 in the upper 

region of the tank. Above a temperature value of 

0.8 the streamlines indicate that the flow is nearly 

uniform while the region below is filled with 

recirculation cells.      

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7 : Streamlines and temperature fields at 

L/B=2, H/h=14 

 

As can be seen from Fig. 7 cold fuel oil enters into 

the tank from an inlet upper than the bottom of the 

tank. Two vortices form in the tank separated with 

a streamline  just below the inlet level. An 

examination of the temperature results leads to the 

conclusion that the flow is relatively well-mixed 

in this case (H/h=14) compared to the first case 

(H/h=19). On the other hand,  a stabilizing 

temperature gradient exists in a large portion of 

the tank  in spite of the existence of  low 

temperature values. This result is found to be 

compatible with the results shown in Fig. 3. 
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Figure 8 : Streamlines and temperature fields at 

L/B=2, H/h=9 
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The streamlines and temperature field in the case of 

H/h=9 are shown in Fig. 8. In this case a large vortex 

forms and the dimensionless temperature values are  

between  0.0 and 0.50 in the lower half portion of 

the tank. In the region above the inlet the flow does 

not seem to be a regular type and the dimensionless 

temperature variations are relatively higher than 

those in the lower half portion of the tank.     
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9 : Streamlines and temperature fields at 

L/B=2, H/h=9 

 

As can be seen from Fig. 9 two large vortices form 

in almost whole of the tank in this case and the 

temperature field clearly seems to be irregular. The 

dimensionless temperature values at the top and at 

the bottom of the tank are higher than 0.6 while the 

dimensionless temperature values at the middle 

region of the tank are lower than 0.25.     

 

Effect of aspect ratios on the transient average 

temperature variations 

 

In order to investigate the effect of the aspect ratio 

on  thermal behaviour of the tank the dimensionless 

transient average temperatures are plotted versus the 

dimensionless time, *v . For this aim the aspect ratio 

of the tank is now assumed to be L/B=1. The 

transient average temperature values for this type of 

tank are calculated for the same depths  as the tank 

with the aspect ratio of L/B=2. The results for this 

case are given only for the cases of H/h=19 and 

H/h=14. As shown in Fig. 10 the transient average 

temperatures decrease slightly as soon as the lag 

time ends and then begin to increase slowly again 

for all depths. After *v = 0.78 the dimensionless 

average temperature values remain nearly constant 

at 0.87.       

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10 : Transient average temperature 

variations at four depths for L/B=1, H/h=19 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 11 : Transient average temperature 

variations at four depths for L/B=1, H/h=14 

 

In the case of H/h=14 the dimensionless average 

temperature variations at four depths of the tank 

are shown in Fig. 11.  The lag time at d/L=0.25 is 

less than 0.005 and as soon as the lag time ends, 

the transient average temperature decreases 

rapidly     from 1 to 0.4 at 
*v =0.4. The lag time is 

0.15 for d/L=0.5 and the average temperatures for 

this depth decrease to 0.67 at 
*v =0.45. Then the 

average temperatures for these two depths begin 

to rise rapidly and after 
*v =0.8 they remain 

constant at 0.89. The average temperatures at  the 

other two depths (d/L=0.75 and d/L=1) slightly 

decrease to 0.89 till 
*v =0.8 and then remain 

constant at this temperature level. 

 

Dimensionless time 
*v  

Dimensionless time 
*v  
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Conclusion 

 
The effect of inlet position on  transient turbulent 

flow in a fuel oil tank is investigated by a two-

dimensional g/k  model. The flow and temperature 

fields and the transient average temperature 

variations are presented for three different depths 

(d/L=0.25, d/L=0.5 and d/L=0.75) and fluid surface 

(d/L=1) in a tank with an aspect ratio of L/B=2. The 

average temperature values are found to be nearly 

homogenous at a dimensionless time of *v =1 when 

the inlet positions are H/h=14 and H/h=9 in the case 

of L/B=2. The streamlines and the temperature 

distributions are presented for four different inlet 

port locations in the case of L/B=2. Finally, the 

effect of aspect ratios on transient average 

temperatures in the tank are also investigated. The 

average temperature variations in three depths and 

fluid surface of a tank with an aspect ratio of L/B=1 

are plotted versus the dimensionless times for two 

different inlet positions (H/h=19 and H/h=14).   
 

References 
 

[1] Turkish Loyd. Storage of liquid fuels, 

lubricating, hydraulic and thermal oils, as 

well as oil residuals, Rules for classification 

of steel ships, 1999. Chapter 4- Machinery , 

Section  10 

[2] Alfa Laval Marine&Power AB.  Alcap 

Cleaning system for fuel oil. 1999, 

Technical Information 

[3] Altun M.  Chemical Tanker Operations, 

1999, (in Turkish) 

[4] Gari HN. Loehrke RI. A controlled buoyant 

jet for enhancing stratification in a liquid 

storage tank. J. Fluid. Eng. 1982; 104: 475-

481 

[5] Baines WD, Martin WW, Smith DM. 

Development of stratification in a 

rectangular tank by horizontal flow  J. Fluid. 

Eng. 1983; 105: 59-64 

[6] Abu-Hamdan MG, Zurigat YG, Ghajar AJ. 

An experimental study of a stratified thermal 

storage under variable inlet temperature for 

different inlet design Int. J. Heat Mass 

Transfer 1992 ;35: 1927-1933 

[7] Nakos, JT. The prediction of velocity and 

temperature profiles in gravity current for 

use in chilled water storage tanks J. Fluids 

Eng. 1994; 116: 83-90 

[8] Homan KO, Soo SL. Model of the 

transient stratified flow into a chilled-

water storage tank. Int. J. Heat Mass 

Transfer 1997; 40: 4367-4377 

[9] Homan KO, Soo SL. Laminar flow 

efficiency of stratified chilled-water 

storage tank.  Int. J. Heat Fluid Flow 

1998; 19: 69-78 

[10] Mo Y, Miyatake O. Numerical analysis of     

transient turbulent flow field in a 

thermally stratified thermal storage water 

tank Num. Heat Transfer 1996; 30: 649-

667 

[11] Cai, L, Stewart Jr. WE. Turbulent buoyant  

flows into a two dimensional storage tank 

Int. J. Heat Mass Transfer 1993; 36: 

4247-4256 

[12] Bates S, Morrison DS. Modelling the 

behaviour of stratified liquid natural gas 

in storage tanks. a study of the rollover 

phenomenon, Int. J. Heat Mass Transfer  

1997; 40: 1875-1884 

[13] Cotter MA, Michael EC. Transient 

cooling of petroleum natural convection 

in cylindrical storage tanks-I. 

Development and testing of a numerical 

simulator. Int. J. Heat Mass Transfer 

1993; 36: 2165-2174 

[14] Ziotko J, Supernak E, Mojzesowicz G. 

Transport and storage  of oil and some 

aspects of ecology  J. Construct. Steel 

Res. 1998; 46: 290 

[15] Vardar, N. Numerical analysis of the 

transient turbulent flow in a fuel oil 

storage tank Int. J. Heat Mass Transfer, 

2003; 46: 3429-3440 

[16] Lage JE, Bejan A, Anderson R. Removal 

of contaminant in a slot ventilated 

enclosure Int.J. Heat Mass Transfer 1992; 

35: 1169-1179 

[17] Torii S, Yano T, Tuchino F. Heat 

transport in a turbulent parallel Couette 

flows in  concentric  annuli for various 

Prandtl numbers In: Proceedings of the 

3rd Int. Thermal Energy Congress, 

Kitakyushu, Japan, 209-214 

[18] Launder BE, Spalding DB. The numerical 

computation of turbulent flows, Comp. 

Meth. App. Mech. Eng. 1974; 3: 269-289 

[19] Chow CY. 1979, An introduction to 

computational Fluid mechanics, John 

Wiley, Canada, 1979 

262

SIMS 45

Proceedings of SIMS 2004
Copenhagen, Denmark, September 23–24, 2004

www.scansims.org



Proceedings of SIMS 2004
Copenhagen, Denmark
September 23–24, 2004

Mechanical/Electronic Systems

263

SIMS 45

Proceedings of SIMS 2004
Copenhagen, Denmark, September 23–24, 2004

www.scansims.org



264

SIMS 45

Proceedings of SIMS 2004
Copenhagen, Denmark, September 23–24, 2004

www.scansims.org



Proceedings of SIMS 2004
Copenhagen, Denmark
September 23–24, 2004

Analysis of Noise in Ventilating and Air -Conditioning Systems 
 
 

M. Nikian and M.Naghashzadegan* 

Depar tment of Mechanical Engineer ing  
University of Guilan, Rasht, Iran 

 
 

Abstract 
A mathematical model was developed for the analysis of noise in ventilating and air-
conditioning system. The model produces a static noise analysis, calculating sound level at an 
observer located in the room, considering the sound power created by a fan and the attenuation 
of this sound power through the system. Comparing the sound level with the maximum noise 
level allowed in the room, the amount of additional attenuation can be calculated.  
 
Keywords: Noise Analysis; Computer software; Air Conditioning system. 
 

 
Introduction 
The air-conditioning system serving a room or 
space is frequently the major determinant of 
noise levels in a room [2, 3]. That is why a  
suitable acoustical environment is as important 
for human comfort as other environmental 
factors such as temperature and relative 
humidity. Finding an appropriate sound level 
for all activities rather than the lowest possible 
level is the goal of this research [1].   
Doing this the system noise level first must be 
evaluated and then controlled to achieve a 
satisfactory acoustical environment in a room. 
Several paths are exist  by which system noise 
reaches a listener. They are including airborne 
transmission of equipment noise to adjacent 
areas through the mechanical room 
construction; structure borne transmission of 
equipment vibration through the building 
structure; and duct borne noise created and 
transmitted by air-handling systems and their 
components. 
 
 
 
 
 
 
* Corresponding author: Tel/Fax: (+98) 131- 
3232204 , E-Mail: naghash@guilan.ac.ir 

Mathematical Model for  Noise 
Analysis 
The method of calculation for acoustic analysis 
in ventilating systems is described in various 
publications e.g. the ASRHAE guide [4], the 
CIBSE guide [5], or the “Design for Sound” [6]  
published  by Woods of  Colchester. The 
method described in each publication is 
essentially the same and is the method that will 
be applied throughout this project. 
 
 

Objectives 
The objectives of the project are therefore to 
produce a well  structured model which can 
allow the user to input relevant details of fan, 
room, and connecting duct system to describe a 
particular section of air-conditioning or 
ventilating system. 
 

Noise Calculations 
The most reliable method of determining the 
amount of acoustic energy fed into the duct 
system is to get the fan manufacturer to provide 
sound power levels in each octave band of 
frequency. The levels should have been 
determined by a standard test method, 
preferably British Standard 848, Part2. If this 
data is available then it can be entered into the 

265

SIMS 45

Proceedings of SIMS 2004
Copenhagen, Denmark, September 23–24, 2004

www.scansims.org



program using the user input option from the 
Fan Menu. 
An estimate of sound power generated can be 
made by using one of three empirical formulae, 
originally developed by Beranek [2]: 

 
hMSWL 1010 log10log1067 --?                    (1) 
hVSWL 1010 log20log1040 --?                    (2) 
VMSWL 1010 log10log2095 /-?                    (3) 

 
Where: 
       SWL = overall sound power level (dB) 
       V      = delivered volume (l/s) 
       h      = rated fan motor power (KW)   

 
Any of three equations may be used, depending 
upon which details of the system are known.  
 

Attenuation in the duct system 
The following section will describe the attenuation 
calculation for the various duct elements. 
 
Plain duct runs 
The attenuation of lined ducts can be computed 
from a formula developed by Sabine [3]: 

4.1.. al
A

P
IL ?                                                 (4) 

 
where: 

 
IL = insertion loss (dB) 
P  = perimeter of lined duct (m) 
A  = free cross sectional area of duct (m2) 
l   = length of lined duct (m) 

   a = random incidence absorption coefficient 
of lining material when fixed to a rigid   
backing 

 
Branches/Junctions 
For most typical duct branches it can be 
assumed that the energy divides between the 
main and take-off ducts in the same way as the 
airflow does. That is, the total acoustic energy 
remains constant but is divided amongst the 
branches so that, in any one branch, the 
acoustic energy is less than that in the approach 
duct. The attenuation in any one branch is 
therefore given by: 

flow2

flow1
log.10 10                                              (5) 

where: 
flow 1 = vol. flow of air in branch considered   
(l/h) 
  flow 2 = vol. flow of air up to branch (l/s) 
 
Duct terminations 
Noise of wavelengths that are long with respect 
to the dimension of the duct outlet tend to be 
reflected back within the duct rather than path 
into the room. Equations, for the relevant 
octave bands are given as: 
 

63 Hz   : AIL 10log46.773.3 /?                     (6) 

125Hz: AIL 10log92.627.0 /?                       (7) 

250Hz: AIL 10log20.561.1 //?                     (8) 

500Hz: AIL 10log38.2/?                                (9) 

1000Hz: AIL 10log81.043.0 -?                    (10) 

where: 
       IL  = insertion loss (dB) 
       A   = outlet area (m2) 
 
At higher frequencies i.e. above 1000 Hz, there 
is negligible end reflection and so it is assumed 
that there is zero attenuation.   
 
Plenum chambers 
In a room (as shown in Fig.1), the sound 
pressure level at the outlet point (and hence the 
sound power leaving) will compromise of the 
energy radiated to that point from the inlet, and 
the reverberant energy in the chamber. 
The appropriate loss in sound power across the 
plenum is given by the equation: 
 

ÕÕ
Ö

Ô
ÄÄ
Å

Ã
-?/

cRdPI

p
SSWLSWL

1

2

cos
log.10

221021
(11)   

where: 
 
   SWL1 = sound power level entering chamber 

(dB) 
    SWL2 = sound power level leaving chamber 

(dB) 
    d        = slant distance from centre of inlet to 

centre of outlet (m) 
    p=angle d makes with the inlet axis (degrees) 
   Rc= “room constant” of plenum (m2) 
 
Rc is defined by the equation: 
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A

AS
R mT

c /
?

1

.
                                                 (12) 

 
where: 
   ST  = total surface area of the plenum, 

including inlet and outlet areas (m2) 
   Am  = average absorption coefficient of the 

internal surfaces of the plenum 
 
Am  is defined as: 
 

T

T
m S

SSSA
A 21. --

?                                   (13) 

where : 
    S1  = inlet area 
    S2  = outlet area 
    SL  = Lined wall area 
    SU  = Unlined wall area 
    ST  = Total wall area = S1 + S2 + SL + SU  
 

 
Figure 1: Plenum chamber Room sound           
                     Calculations 
 
The relationship between the sound power level 
(SWL) of a source in an enclosed space whose 
acoustic properties are dictated by the room 
constant Rc , and the sound pressure level (SPL) 
at a point distance r and angle Q from the 
source is given by [2] : 

ÕÕ
Ö

Ô
ÄÄ
Å

Ã
--?

c

Q

Rr

D
SWLSPL

4

4
log.10

2r
         (14) 

 
Direct room sound pressure level 
The direct sound pressure level is obtained from 
the first term in the bracket of equation (14): 
 

11)(log20 10 /-/? QDISWLSPL r
D        (15) 

 

where: 
    SWL  =  sound power level at the duct outlet 
(dB) 
    r      = dist. of the observation point in the 

room    from the centre of the duct 
termination (m) 

   DI(Q) = directivity index for angle Q  
between r and the duct axis.(= 

QD
10log10 ) dB 

  QD      = the directivity factor at angle Q 

 
Reverberant room sound pressure level 
The reverberant sound pressure level is 
obtained from the second term in the bracket of 
equation (14): 
 

6log10 10 -/? cR RSWLSPL                    (16) 

 
where: 
     SWL = the sound power level at the duct 

outlet (dB) 
      Rc   = room constant, defined as:  

 
A

AS
RC /

?
1

.
 (m2)                                     (17) 

      S    = total surface area of the room (m2) 
      A   = average absorption coefficient of the 

room and is defined as; 
 

     
S

etc...332211 ----
?

ASASAS
A         (18) 

 
Resultant room sound pressure level 
The resultant room sound pressure level (SWLT) 
is the logarithmically combined direct sound 
pressure level and direct sound pressure level, 
and is obtained from: 
 

* +1010
10 1010log10 RD SPLSPL

TSWL -?       (19) 

 
where: 
       SPLD  = direct room sound pressure level 
(dB) 
       SPLR  = reverberant room sound pressure 

level (dB) 
 
Maximum sound power  level per  terminal 
The need for attenuation is normally assessed 
on whether the sound power level at a duct 
terminal will meet a specified noise rating in 
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the room. Permissible sound power at the 
terminals (SWLt) is defined as: 
 

effectroom-? NRSWLt                          (20) 

 
where: 
     NR  = noise rating set for the room 
    Room effect = SWL leaving outlet – total 

room SPL 
 
If there are a number of terminals in the room 
this gives the total sound power level from all 
the terminals. the maximum permissible sound 
power output for a single terminal (SWLm) is 
equal to: 
 

ttm NSWLSWL 10log10/?                        (21) 

where: 
      Nt      = number of terminals in room 
      SWLt = permissible terminal sound power 
level 
 
Required attenuation 
The attenuation required in the system is 
defined as; 
 
Attenuation = SWLO - SWLm                         (22) 
 
where: 
      SWLO   = sound power level at outlet (dB) 
      SWLm =maximum sound power level per 

terminal (dB) 
 

Ver ification Problem 
In order to ensure that the Noise analysis 
program functions correctly and the 
subprograms interact correctly, an example 
calculation has been run through the program as 
well as being solved manually by the method 
described in previous part. 
Figure 2 shows the ventilating system on which 
the sample calculations are to be based. The 
system is designed to distribute 5.1 l/s of air, at 
which volume flow the resistance of the system 
is expected to amount to 266 Pa. The laboratory 
is assumed to have a NR 45 noise rating and the 
distance to the nearest listener is 1.5m. The duct 
outlet area is 0.09m2. the room volume is 308 
m2 and the reverberation time is taken as 1.75s. 
 
 
 

Results 
The results from the solution produced by the 
Noise Analysis model are shown in table 1 and 
2. Figures 3 to 5 and Table 3 compare the 
calculations from the manual and mathematical 
analysis of  Fan SWL leaving diffuser F, 
Reverberant SPL, Direct SPL, Resultant SPL, 
NR 45, Allowed SWL at terminal and 
Attenuation required in each octave band, that 
each solution has produced. 
The results compare very well, thus verifying 
the mathematical model for noise analysis in 
ventilating system. By comparing the sound 
level values throughout the analysis with the 
corresponding values in the mathematical 
model, a very good match is found. These 
results verify that the “Noise Analysis model” 
data handling procedure and calculation 
procedure as well as the interaction between the 
various subprograms to be functioning 
correctly. 
 

Conclusion 
The research has involved developing a 
mathematical model to analyses noise in 
ventilating and air-conditioning systems. The 
first stage was to formulate a method of 
calculation by examining existing design 
procedures. The next stage  was to set up a 
series of data bases. The mathematical model 
was based on a computer program. Finally the 
main stage was to write the actual Noise 
Analysis program. The main program consists 
of a series of separate program modules, each 
being responsible for the separate stages of 
noise analysis. Because of this modular 
structure the program can be easily modified 
and extended, which was one of the project 
objectives. 
To verify that the program functions correctly, 
a verification problem was solved manually, 
using the calculation described. The problem 
was then solved using the “Noise Analysis 
Program”. The results of each solution 
compared very well. this indicates that the 
program functions correctly with respect to data 
entry/storage and calculation procedures. 
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Tables 
                                    Octave Band (Hz) 
  63 125 250 500 1000 2000 4000 8000 
Straight duct run (A-B) 80.6 78.6 81.8 82.4 81.4 78.4 73.4 71.4 
Branch (B) 76.7 74.7 76.9 70.5 70.5 70.5 66.5 64.5 
Straight duct run (B-C) 75.5 73.5 76.0 69.9 70.1 70.1 66.1 64.1 
Junction ( C ) 72.5 70.5 73.0 65.9 59.1 60.1 59.1 58.1 
Straight duct run (C-D) 70.5 68.5 71.5 64.9 58.1 59.1 58.1 57.1 
Elbow (D) 70.5 68.5 71.5 63.9 50.1 52.1 54.1 54.1 
Junction (E) 67.5 65.5 68.5 59.9 39.0 42.0 47.0 48.0 
Straight duct run (E-F) 65.9 63.9 67.3 59.1 38.3 41.3 46.3 47.3 
Duct termination (Diffuser F) 54.3 56.4 63.5 56.6 38.3 41.3 46.3 47.3 

Table 1: Noise levels leaving each duct section (dB) 
 
 
  Octave Band (Hz) 
  63 125 250 500 1000 2000 4000 8000 
Input SWL from fan 83.0 81.0 83.0 83.0 82.0 79.0 74.0 72.0 
Fan SWL at outlet 54.3 56.4 63.5 56.6 38.3 41.3 46.3 47.3 

Reverberant room SPL 47.7 49.7 56.8 50.0 31.6 34.6 39.6 40.6 
Direct room SPL 43.8 45.8 54.9 49.1 31.7 35.7 40.7 41.7 
Resultant room SPL 49.2 51.2 59.0 52.5 34.7 38.2 43.2 44.2 
NR 45 requirements 70.0 61.0 54.0 48.0 45.0 42.0 40.0 38.0 
Allowed terminal SWL 76.0 66.0 58.0 52.0 49.0 45.0 43.0 41.0 
Attenuation required 0.0 0.0 5.5 4.6 0.0 0.0 3.3 6.3 

Table 2: Noise levels resulting in room (dB) 
 
 
 

                                    Octave Band (Hz) 
  63.0 125 250 500 1000 2000 4000 8000 
Computer analysis 0.0 0.0 5.5 4.6 0.0 0.0 3.3 6.3 
Manual analysis 0 0 5.2 4.5 0 0 2.8 5.8 

Table 3: Compar ison the results of resultant attenuation required 
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Figures and Graphs 
 

 
 

Figure 2: Example ventilating system 
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Figure 3: Compar ison the results of Reverberant SPL and Fan SWL leaving diffuser  
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Figure 4:Compar ison the results of Direct SPL and Resultant SPL 
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Figure 5: Compar ison the results of NR 45 and Allowed SWL at terminal 
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Abstract 
The mechanical stability of open single wall carbon nanotubes (SWCNT) under axial stress 

(compression and tension) and twist has been re-examined in a search of specific tube-length and 

load scaling. SWCNT with different chiralities and lengths have been simulated with a classical 
molecular dynamics method employing the many-body empirical Tersoff-Brenner potential. 

Stress has been achieved by enforcing constant linear velocity on the edge atoms from both sides 

of the SWCNT as suggested by Srivastava and Barnard. We have found opposite length scaling 
at fast (1/10 of vs the sound velocity in carbon tubes) and slow (1/20 vs) loading of (10, 0) tubes. 

Another finding is that at fast loading short zigzag (10, 0) tubes transform from elastic to plastic 
states before they break in the middle, while tubes, longer than 13 nm, break-up directly in the 

elastic state. Thus, short tubes behave like metals or ionic solids, while long tubes resemble 

ceramics or glasses under the conditions studied. All tubes form spiral-like structures when 

twisted. Standing waves, generated under specific conditions, determine the different behavior of 
tubes with various lengths and chiralities. 

Keywords: Molecular Dynamics simulations, elasticity and inelasticity, single-wall carbon 

nanotubes, nanoscale pattern formation, constant-composition solid-solid phase transformations 
 

PACS: 02.70.Ns, 81.30.Hd, 81.40.Jj, 81.40.Vw 

 

Introduction 
 
Since their discovery [1], single-wall carbon 

nanotubes (SWCNT) have been considered as 

members of the fullerene family [2], having a high 
aspect ratio, a few defects, and unique mechanical 

and electronic properties. Their mechanical 

properties, reviewed in [3], are closely related to 
both electron conductivity [4] and adsorption [5]. 

Hence, mechanical loads on SWCNTs can be used 

to design a good dynamical chiller, based on 

adsorption–de-sorption of water molecules. This 
possibility of engineering justifies new simulations 

of loading, including twist of tubes, which is 

motivated by a possible application of nanotubes 
as shafts in nano-electromechanical devices. 

Nanotubes are quasi-3D cylindrical objects made 

of rolled-up graphite sheets, Fig.1. The vector Ch = 

na1 + ma2 � (n, m); n, m - integers, connects 
crystallographically equivalent sites on the sheet. 

The angle � between Ch and the zigzag line (n,0) 

specify the tube type: (2n,n) is chiral, (n,n) is 
armchair, (n,0) is zigzag. The tube diameter is 

computed as follows: d=0.078 (n
2
 + m

2
 + nm)

 1/2
 

nm. The tube curvature and chirality determine the 

SWCNT conductivity. The zigzag (n,0) SWNTs 

should have two distinct types of behaviour: 

the tubes will be metals when n/3 is an integer, 

and otherwise semiconductors. However, the 

tube (5,0) with d < 4 � is metallic, which should 

be related to the band-gap change due to the 

curvature [6]. 
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This article presents evidences for different 
responses of tubes with different lengths to applied 

stress and twist: short (l < 13 nm) zigzag (10,0) 

tubes sustain a large amount of compression and 
recover their initial shape when the external force 

is set to zero. The longer tubes fold irreversibly 

under the same force (strain energy per atom).  

We simulate the behavior of open-ended SWCNTs 
(no periodic boundary conditions) under heavy 

loading. We consider zigzag (10,0), armchair (6,6), 

and (10,10) tubes with lengths between 8,63 nm 
and 54,3 nm.  The aim is to answer the following 

questions: What is the amount of stress (twist) 

necessary to break bonds, i.e. elastic-to-plastic 

transformation of a SWCNT with a given length 
and chirality? What is the change of the potential 

energy surface (PES) under such extreme loading? 

 
 

 
 
Fig.1 Rolled-up graphite sheets make tubes. 

 

The first question arises in relation of elastic-to- 

plastic transition to the internal atomic response to 
an externally applied stress. The carbon atoms in 

tubes are covalently bonded - the stiffest bond that 

determines the exclusive mechanical stiffness of 
carbon nanotubes. However, a given material has 

two kinds of stiffness: one for a fast loading, when 

there is too little time for relaxation, ‘unrelaxed� 

process, and another for slow loading which allows 

relaxation to occur, relaxed process. In solids with 
dense packing these two do not differ much. Here 

we show how carbon nanotubes behave under fast 

and slow loading. 
The second question is related to physisorption: a 

PES with many local minima is a better adsorbent 

than an even one. Broken bonds, due to high stress, 

facilitate creation of adsorbing areas in PES. 
Up to our knowledge, the scaling of tension 

induced plasticity of carbon nanotubes is studied 

here for the first time. 
 

Model for mechanical loading 
 

To model formation of carbon tubes, we solve the 

Newtonian equation of motion bii Etm
irr −∇=)(�� , 

with bE being a simplified form of the Brenner-

Tersoff potential [7]: 
 

( ) ( )[ ]��
>

−=
i ij

ijAijijRb rVBrVE
)(

 ,                       (1) 

 i and j run over all atomic sites; ijr  is the distance 

between i-th and j-atom; the repulsive term VR  is 
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and the attractive terms VA is  
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with 
)(e

ijD , ijS , ijβ  and
)(e

ijR  -  parameters given in  

Table 1.The function fij , which restricts the pair 

potentials VR and VA to  nearest neighbors is: 
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( ) 2/jiijij BBB +=  is an empirical bond-order 

function; each of the averaged terms has the form: 
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For carbon atoms (index ‘C�), the function GC is: 

( ) ( )[ ]{ }22

0

2

0

2

0

2

00 cos1//1 φφ ++−+= dcdcaG
C

  

φ  is the angle between the lines, connecting  i-th 

with j-th atom and  i-th with  k-th atom. The 

potential parameters have been adjusted [7] to 
reproduce the bonding structure of graphite, 

diamond, carbon nanotubes and small hydrocarbon 

molecules. 
 

Parameter Value Parameter Value 
)(e

ijR  1.39 � )1(

ijR  1.7 � 

)(e

ijD  6.0 eV )2(

ijR  2.0 � 

ijβ  2.1 �-1 

0a  0,00020813 

ijS  1.22 2

0c  330
2 

ijδ  0.5 2

0d  3.5
2 

α  0.0   

 
Table 1:  Potential parameters used in simulations. 

 

We use the Molecular Dynamics (MD) method [8], 
which is a numerical technique for integration of 

ordinary differential equations.  In the presence of 

an external field F (stress or twist) applied to a 

collection of atoms, the Newton�s second law is: 

 )()( tEtm extbii i
Fr r +−∇=�� ,                             (1) 

im  is the i-th atom mass. Integration is performed 

with the velocity Verlet algorithm [8], which 

advances in time the particle positions and 

velocities as follows: 
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where dt is the time step (0.2 fs in our simulations). 

The dt value satisfies two requirements: a) energy 

conservation �  dt must be small; b) reversibility 

of the classical trajectory if dt �  - dt, �  dt must 

be large enough to reduce the round-off errors 

accumulated in very long runs needed for a very 

small step. The value of dt =0.2 fs ensures the 
energy conservation (in a constant energy run, no 

external field) up to 10-5 eV/atom. The cell linked-

list method and the Verlet neighboring list [8] have 
been combined to speed-up the calculations [9]. 

The tube starting configurations – zigzag, chiral, or 

armchair - are generated with the Mintmire�s code 

[10] and consequently relaxed (optimized) by a 
power quench in a MD run [11]. In the power 

quench, each velocity component is set to zero if it 

is opposite to the corresponding force of that 
component. This affects atomic velocities, or unit-

cell velocities (for cell shape optimizations).  

The stress is simulated by changing at each time 

step only the positions {r} of the edge atoms of the 
open-end tube, {r}� {r ± �r} [12].  Hence, the 

edge atoms do not move according to the classical 

equation of motion, while positions and momenta 
of the rest of the atoms are computed from  Eq. 1. 

The coordinate system is centered in the middle of 

the tube with the z axis along the tube length. Thus, 
for compression the sign is (+) for the left side 

atoms and (-) – for the right side atoms. For 

tension, the signs are altered. Various values of 

constant velocity of the edge atoms have been 
tested to check the nanotube responses to fast and 

slow loading. Here we report results for 500 and 

1000 m/s, e.g. 1/20 and 1/10 of the sound of 
velocity in carbon. The stress waves, 

corresponding to these velocities, cause (or not) a 

generation of standing waves depending on the 
tube length. Due to the standing waves and 

beating, some atoms of the tube do not displace 

while vibrate with maximum amplitudes, which 

produce bond-breaks.  
To be exact, the stress � at a point is determined by  

A

P
A

∆

∆
= →∆ 0limσ , where �P is the load being 

carried by a particular cross section �A. In general, 

the stress may vary from point to point as it is in 

the case of non-equilibrated tubes we study. The 
stress has two components, one in the plane of the 

area A, the shear stress, and one perpendicular, the 

normal stress. It is always possible to transform 
the co-ordinates on the body into a set in which the 

shear stress vanishes. We consider the remaining 

normal stresses called the principal stresses.  The 

stress cannot be measured directly but is usually 
inferred from measurements of strain, i.e. a change 
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in size and/or shape. Stretch is the change in 

length:
0l

l
e

∆
= ,  where �l is the change in length 

and 0l  is the original undeformed length. In 

tension e>0, i.e. the body has been lengthened; e<0 

in compression. 
The twist is realized as follows: at every time step 

we rotate in the opposite directions the edge atoms 

around the tube axes at angles between 0.001 and 

0.00001 rad/s. Depending on the velocity of 
rotation standing waves again appear.  

To study the effect of the standing and reflected 

waves we applied the external force at times 0, �, 
2�,…:  

         )()(
0

, tEtm ext

n

ntbii i
Fr r �

=

+−∇= τδ�� ,         (2) 

where τδ nt , is the Kronecker delta. For large values 

of � (>2 ps), the tubes have time to relax between 
the successive loads and obey the Hook�s law. 

 

Results 

Defect formation (bond breaking, vacancy), energy 

accumulation, and shear of the tubes have been 
monitored during the calculations.  

 
 
Figure 2: A short tube, (10,0) 12.98 nm, bends 

under compression.  

Our results for uniaxial stress are consistent with 
the data published [12] for (10, 10) tubes with 

different lengths. Short tubes (up to 13 nm) sustain 

large amount of compression (~ 30%) without 
breaking and almost completely recovered their 

initial shape when the external force is set to zero. 

Under compression several atoms reside off-plane 

Fig.2 and can only break one or two bonds. Less 
bounded atoms (lower binding energy) are green in 

the Figure 2. The red atoms are ‘hot� and 

occasionally sublimate. If the compression time is 
short, the pressure is below 100 GPa, the tube 

completely restores its initial shape when released; 

otherwise it buckles. Salvetat and co-workers [3] 

have already shown in their experiments that the 
tubes are elastic for low loads. The elastic regime 

is proper for periodic adsorption/de-sorption of 

noble gases, which do not form a chemical bond 
with the dangling bonds. However, the rate of 

adsorption is too low because the number of 

defects created in compression is small – green-
yellow spots in the figure.  

 

 
Figure 3: In tension two kinks of the curves are 

seen for short tubes; one kink - for long tubes. The 

maximum of the curves in all cases correspond to 
the break of tubes. The strain energy per atom 

rapidly reduces after the break. 

 
Tension of the tubes, Figure 3, generates more 

defects then compression. Under tension, the tubes 

break for 42-44% extension of the different tubes 
studied here. This high percentage of extension is 

due to the covalent bonding of the carbon atoms 

and hexagonal structure of the graphene sheets. 

Inspecting the curve slopes, we notice two kinks 
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for (10,0)  tubes with lengths less than 26.03 nm 
(2400 atoms). We identify the first kink as 

transition between the elastic and plastic states 

with broken bonds that do not re-connect when the 
external force is set to zero. These dangling bonds 

fluctuate slowly and attract noble gases.  

We relate the second kink with the appearance of a 

‘bridging� area in the middle of tubes shorter than 
26,03 nm like in the Figure 4. The tube is in a 

plastic state. We call a state ‘plastic� if the system 

does not restore its initial shape after the force is 
set to zero. 

Bonds break when enough energy is accumulated 

under tension. The time t (in ps), needed for a tube 

to gain energy for elastic-to-plastic transition, 
depends linearly on the tube length. The slow 

tension is given with t(N)   = 0,0102 N – 1,6626  

and the fast tension is  t(N) = 0.0045 N  + 0.2612; 
N is the number of carbon atoms. The different 

slopes point to different redistribution of the 

energy in slow and fast processes. 
 

 

1600 atom SWCNT (l=17, 3 nm) 

 
 

Figure 4: Broken bonds in the middle of the tube – 

a plastic state, corresponding to the second kink of 

the curve in the Figure 2. 
 

Long tubes form ‘bridges� nearby the two ends, 

Figure 5, and break directly from the elastic state.  
 

3000 atom SWCNT (l=30,4 nm) 

 
 
Figure 5: Long tubes break in the elastic state: no 

elastic-to-plastic transition occur. 

 

These results indicate a size effect: under tension, 
short tubes behave like metals, while long tubes 

resemble ceramics under mechanical loads. The 

reason is the energy distribution along the tube axis 
and the stress wave propagation, which we study in 

detail for fast and slow processes. 

We report here different responses of the tubes to 

slow and fast tension: the longer the tube the larger 
extension before break-up under low speeds, while 

at the faster velocity, the length scaling is opposite. 

 

zigzag 
No. of 

atoms 

Tension 

velocity 

Tension 

time 

% 

stretch 

(10,0) 1200 500m/s 10,36ps 43,8 

(10,0) 1200 1000m/s 5,60  ps 43,1  

(10,0) 1600 500 m/s 15,28ps 44,1  

(10,0) 1600 1000m/s 7,52 ps 43,4  

(10,0) 2000 500 m/s 18,20ps 44,2  

(10,0) 2000 1000m/s 9,40 ps 43,3  

(10,0) 3000 500 m/s 29,00ps 44,5  

(10,0) 3000 1000m/s 13,76ps 42,3  

 

Table 2: Fast and slow tension scale oppositely. 

 
Fast loading, i.e. unrelaxed stress process, causes 

elastic-to-plastic transition in short tubes before 

they break. Slow loading does not initiate elastic-

to-plastic transition for any tube length studied 
here. We explain this with the tube- and the stress-

wave lengths becoming incommensurate. 

 

 
 

Figure 6: The red and yellow atoms are less bound 

in a twisted (10,0) tube with l=12,9 nm. 
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The scale in the Figure 6 corresponds to the 
difference between the initial energy and the 

current energy of every atom. The snapshot 

corresponds to 3,4 ps duration of twist. When off-
line atoms occur, the twisted tube can not restore 

its original shape even if the external force is set to 

zero. We have periodically applied and released 

the twisting external force on the tube to study the 
process of energy accumulation and standing wave 

formation as a function of the period �, Figure 7. 

 
 
Figure 7: Accumulation of strain energy in a tube 

as a function of the period � in Eq.2. Beating is 

well seen for � =2000 steps = 0.4 ps: at 6, 10, 14, 
18 ps. 

 

The standing wave (beating) is a result of 
modulation of the stress-wave by reflected waves. 

In order to monitor the motion of each atom due to 

 

 
 

Figure 8: Beating is clearly seen in the Fourier 

spectrum of the kinetic energy of a single atom, 3
th

 

ring from the edge atoms. 

the standing wave, we perform Fourier transform 
of the atom kinetic energy. The Figure 8 shows a 

typical pattern of beating (~1.8 10
13

 Hz) observed 

for a single atom located near the tube end. The 

pictures for atoms, located at different sites of the 
tube, are similar, although the peaks positions 

could be shifted due to the resonance conditions. 

 

IV. Conclusions and comments 
 
This study shows that a relatively small number of 

dynamical defects can be created in an initially 

perfect SWCNT before it breaks-up. This is 
discouraging for the producers of defected 

nanotubes considered more interesting for nano-

electronic applications. The good news is that once 
created, these defects do not migrate: a detailed 

study of defect formation and diffusion will be 

published in [15]. The atoms, surrounding a defect, 

vibrate and might become dynamical adsorption 
centers, which will be studied with the code based 

on the density-functional theory [13]. Our current 

calculations are limited as they are based on 
classical approximations.  

In practice, the SWCNTs grow in ropes or bundles 

hence such computations could be of interest as 

well. However, these computations are expensive 
and require intelligent and new approaches. 

Possible solutions are the usage of clusters of 

computers and/or parallel computations as we have 
already demonstrated [9]. Our algorithm scales 

with the number of atoms N in a system as O(N).  

We show that fast tension causes metal-like 
mechanical behavior of short tubes – they firstly 

transform from elastic to plastic state before break.  

Long tubes resemble ceramics or glasses under fast 

stress, i.e. break directly in the elastic state. This 
result should be remembered when designing nano 

tube devices. 

Under tension, the atoms increase their 
temperature (zero in the beginning of the 

simulations). One could think of temperature 

induced transformations and related the specific 
size effects in mechanical load with the 

temperature-driven solid-solid changes in clusters 

of rigid molecules. These clusters exhibit various 

structural phase changes depending on the 
topography of the potential energy surface (PES) 

and particularly on the distribution of the saddle 
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points on the PES [14]. Special research of the 
potential energy topography of elongated and 

twisted tubes will be performed in the future to 

study unrelaxed processes. 
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Abstract

An investigation is made of the feasibilit y of employing magnetorheological dampers for seismic protection of
buildings. These require only a low power electrical actuation system and are inherently fail-safe as in the event
of a power failure they become conventional passive viscous dampers. A robust control logic based on variable
structure control theory is advanced. The response of a multi-storey building modelled as three blocks is
analysed via computer simulation. The MR damper characteristics have been experimentally identified. Three
systems of graduated complexity are examined: base sliding, sliding with adaptive damping, and adaptive
damping with spring cancellation. A base clearance is included to represent a good passive protection system.
With a peak input acceleration of 0.68g, drift at one-third height is reduced by a factor of three compared to the
passive case. Keywords: magnetorhoeological damper, variable structure control, earthquake, simulation.

                                                          

1 Corresponding author. Phone: +44 1225 385962, fax +44 1225 826928

2 Now at GE Energy, Florence

.                        1. Notation

Bj damping constant, block j
cjk  damping constant
cl  base clearance
c0  MR damping coefficient
fc  MR damper friction force
f0 MR damper offset force
Fb  buffer force
Fj  control force, damper j
Fs  control force to lock sliding element
h  storey height
H  height of building

K1  base stiffness
Kb   buffer stiffness
K j   structural stiffness j =2, 3
K0 MR damper elastic coefficient
M j   mass of block j
u  MR damper control current
xj   lateral displacement of block j
z  ground lateral displacement  �
 soil  soil damping ratio

�
 str  structural damping ratio

�
j   natural frequency (rad/s) sub-system j.
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2. Intro duction

The response of a structure to a seismic input can
be controlled by placing damping elements in
parallel with the load bearing structural system,
assumed to behave elastically, between storeys
and/or between the building and its foundation.
This work investigates the feasibility of using
magnetorheological (MR) dampers for this
purpose.

A variety of techniques and control algorithms
have been investigated over the years in order to
control structural seismic response. Kobori et al.
[1993] proposed a method based on variable
stiffness control, while Yamamoto and Aizawa
[1994] worked on an active mass damper.
Controlled friction forces can be used to limit
building response to an earthquake. A friction
pendulum system has been proposed by Tsopelas et
al. [1996]. Feng[1993, 1994] used sliding bearings
to achieve base isolation. Such a system   requires
there to be a modest gap between the building and
the ground. (see Figure 1) to allow some lateral
motion of the building relative to the  foundation.
In Feng’s study the friction force was adjusted by
varying the pressure of the fluid in the bearing. In
this way a low force can be used to isolate for small
earthquakes and a larger value used to limit relative
displacements during more severe earthquakes,
when to avoid impacts with the foundation the
relative motion between base and ground must be
limited to the width of the gap or clearance
(typically  about 0.3 m - 0.4 m). In simulations
based on a four-storey building with a sliding base,
the predicted acceleration of the top storey in the
active case was 40% of that in the passive case.
Nishitani et al. [2000] carried out scale model
experiments utilising variable friction dampers. A
plate was held by an air-regulated clamp.
Controllable friction braces have been studied by
Akbay and Aktan [1991] and also by Dowdell and
Cherry [1994]. Likewise a variety of algorithms
has been proposed over the years. These include
sliding mode control [Singh et al., 1996] reliability-
based control [Field et al., 1996], fuzzy control
[Casciati et al., 1997] and other non linear control
techniques. A survey can be found in Spencer et al.
[1998]. Stammers et al. [1999] carried out
experimental work using a servo driven semi-active
friction device to control a sprung mass excited by
a shake table. The algorithm employed was
designed to cancel spring forces whenever possible.
This approach the authors call “balance” logic. The
acceleration in the semi-active control case was
60% of that in the passive case, which compares
well wit h the active control work of Feng. Further
work in this area was reported by Guglielmino et
al. [2000]. A spring cancellation control algorithm

using semi-active control of a friction damper has
been applied by the authors to buildings subject to
seismic excitation [Stammers and Sireteanu, 1998,
2000a, 2000b]. The latter paper concerned the use
of three semi-active devices (positioned at the base,
at one-third height, and two- third height). The
predictions were that both inter-storey drift and
lateral accelerations can be reduced to about half
the values in the passive case. The most effective
damper was the one at the base.

Recently attention has been directed to the use of
MR dampers which are easily controlled, provide
high force at low power and offer good reliability.
A MR damper is a device consisting of a fixed-
orifice damper filled with a MR fluid having
magnetic coils mounted on the piston head. A MR
fluid is a particular type of oil which contains in
suspension micron-sized particles of ferromagnetic
material. By applying a magnetic field (via a
current supplied to the coils) to the fluid,
ferromagnetic particles form chains, thus changing
the value of yield stress. As a consequence the
rheological properties of the MR fluid change and
the fluid passes from liquid state to semi-solid state.
Hence by controlling the current to the coils it is
possible to produce variations in the damping force.
This creates a controllable damping action, without
taking recourse to valves or any moving mechanical
part. An overview of MR fluids can be found in
Agrawal et al. [2001].

MR dampers are fail-safe. Damping is generated
even in the passive mode. The mechanical system
is highly reliable. Reliabilit y has been proven
already in the car industry where MR damper-
based suspensions have been already in the
marketplace for years on high class, high
performance vehicles (e.g. Cadill ac Imaj, Chevrolet
Corvette). The MR damper requires only a battery
and not mains power (which is often lost in an
earthquake).

With recharge/replacement of the battery at regular
intervals reliabilit y should be high.  With regard to
durabilit y of the MR damper itself, there are at
least two situations which lead to limited life. One
is over-use, as may occur in a motor vehicle
application. This has been studied by two of the
authors. The other situation is prompted by under-
use. If the MR fluid is not agitated the
ferromagnetic particle separate out within a matter
of hours. Shaking recreates a suspended mixture
within a second or so.  However, if the damper
were unused for a period of months or years, as is
likely in an earthquake system, it is quite possible
that the fluid would not reconstitute. It is therefore
proposed that a pair of dampers are used
alternately, with the spare one being shaken
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occasionally by means of an offset mass powered
by an electric motor.  The dampers would be
changed over at regular intervals.(daily seems
advisable) Dyke et al. [1996] proposed the use of
an MR device employing a clipped optimal strategy
based on acceleration feed back. A commercial
damper with a gas reservoir was used.

The rise time was found to be only 8 ms.
Simulations indicated that using the damper in the
‘passive-on’ condition (constant applied voltage
yielding maximum damper force) roughly halved
inter-storey drift and lateral accelerations.

Passive-off (with the damper operating purely as a
viscous device) produced similar results. Clipped
optimal control strategy reduced drift further, but at
the expense of greater lateral accelerations than
achieved by the passive-on system.

3. Model of the Buildin g and of the MR Damper

In this study the building is represented as three
blocks (see Figure 1). The blocks do not have to be
the same mass, so any number of fl oors can be
represented.  The MR dampers are represented by
variable damper symbols. Figure 1 indicates a
model which includes a further sliding element in
series with the base control unit. In the work
reported here the sliding element is locked and Fs
does not appear in the equation of motion. Sliding
occurs between the base mass M1 and the ground.

The seismic input  is denoted by z0

.

Figure 1 Building model

The equations of motion are:

11xM ��  –K
1
( 1x  – 0z )– B1 ( 1x

�
– 0z

�
)+F

1
+ K2 ( 2x  –

1x ) + B2 ( 2x
�

– 1x
�

)–Fb–F
2
                                  (1)

22xM
��
 –K2( 2x  – 1x ) –B2 ( 2x

�
– 1x

�
 
)+F

2
 +K3 ( 3x

– 2x ) + B3 ( 3x
�

– 2x
�

 
)–F

3      
(2)

33xM
��
 – K3 ( 3x – 2x ) – B3 ( 3x

�
– 2x

�
) + F

3        (3)                          

where the buffer force Fb is:

Fb =    Kb (x1 – z – cl)       when  x1 – z - cl  > 0

Fb =   Kb (x1 –z + cl)      when  x1 –z + cl < 0

Fb =  0                           otherwise

The buffer force is an additional force introduced
to resist larger tremors by using a higher  stiffness
at greater deflections. The system can be soft for
small tremors and stif f for larger ones.

The previous equations can be rewritten as:

11xM
��
  – 22xM

��
– 33xM ��  – K

1
( 1x  – 0z  ) – B1 ( 1x

�
–

0z
�

)–Fb + F
1  

                         

 (4)

22xM
��
 – 33xM

��
– K2 ( 2x  – 1x ) – B2 ( 2x

�
– 1x

�
) +F

2

(5)

33xM
��
 – K3 ( 3x – 2x ) – B3 ( 3x

�
– 2x

�
) +F

3                           

  (6)

Stiffness and viscous damping can be expressed as
functions of natural frequencies and damping ratios
as follows:

�
j
2 =Kj / Mj   (j =1,3)

and

B1 = 2
�
 soil  � 1 M1

B2 = 2 
�
 str  � 2  M2

B3 =  2 
�
 str  � 3 M3

where �  is the damping ratio.

The input (figure 2)  was obtained from a recorded
ground input.  [Guiclea and Sireteanu]

z0

Fb
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Figure 2. Time trace of earthquake

The simulated earthquake time history is 
Kcompatible with a design response spectrum used
for testing an emergency diesel electric power
generator from the heavy water plant of Turnu
Severin, a town in the southern part of Romania.

The simulated quake is typical of the  Romanian
seismogenic zone, which is  known to be
different from other zones in other part of the world
(e.g. California, Turkey, or Japan), in terms
of range of accelerations and frequencies. Hence to
full y test the performance of the semi-active
system, additional tests might be required with
different types of earthquakes from different
seismogenic zones. The behaviour of MR fluids is
here represented as a Bingham plastic model having
variable yield strength. The schematic of this model
is sketched in figure 3.

 Figure 3. Bingham plastic model of the MR damper

The authors measured the force generated by a
pilot 500 Newton MR damper  during periodic
motion at  frequencies in the range 0.5 - 5 Hz  in
order to identify parameters. The current supplied
was varied from 0.1 A to 1.75 A (figure 4 shows a
damping characteristic). The issue of scalabilit y of
the damper has been investigated by Spencer et al.
[1998]. They proved that with appropriate design
the power required to control a 200 kN damper is
only 50 W, hence the current required is of the
order of the few amps. This allowed the damper
characteristics to be derived experimentally using a
Bingham model.
The damping force-displacement-velocity
characteristic for a variable magnetic field is
described by the following equation:

F( x , x� , u)= fc (u) sgn(x� )+ c0(u) x� + K0(u) x + f0                         
 (7)

where c0 is the damping coefficient, fc the friction
force directly related to the yield stress, K0 the
elastic coefficient (all current-dependent), and  f0
the offset force due to the compressed gas within
the  damper which prevents the damper collapsing
when subject to a static load. x is  the imposed
relative displacement and u is the control current.
Voltage-current dynamics in the solenoid are
modelled via a first order lag with time constant of
10 ms.
More complicated models have been investigated
by the authors, such as the Bouc-Wen model
[Sireteanu et al., 2001], which represents better the
hysteretic behaviour in the pre-yield low velocity
range. However for the purpose of this study a
Bingham model has been used which, inter alia,
also reduces computational load.

Figure 4. MR damper characteristics
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4. Controller Design

The controller is designed using a variable structure
control approach [Utkin, 1992]. With this approach
the controller (and hence the “structure” of the
system) switches between different laws according
to a switching condition designed in order to obtain
stability.
Three cases are considered

(a) 
Base sliding only - the common passive isolation
policy. Fs is set to a very low value so that spring 1
is not loaded. The  clearance then allows small
unrestrained motion of the building. This is a well
proven solution for modest earthquakes, but in the
case of larger earthquakes ground lateral motion
wil l exceed any practical clearance.

(b) 
Base sliding with adaptive damping at H/3 and
2H/3 using MR dampers.

(c) 
Adaptive damping as in the previous case, but base
sliding is only allowed until the buffer spring is
contacted. Spring cancellation at the base is then
introduced, the sliding element in the base
necessarily being locked.

Spring cancellation (termed balance logic by the
authors)  has been shown to be effective [Stammers
and Sireteanu, 1998 2000a, 2000b] in reducing
lateral accelerations and drift. Pseudo-viscous
damping can be introduced between each block
using a MR device. The device always dissipates
energy in this role and is therefore always on when
damping is demanded. Moreover the inter-storey
damper reduces drift when this exceeds some
specified “trigger” value. The aim is to reduce drift
to below 0.5% h (where h is inter-floor height)
while keeping lateral accelerations below 2 m/s2.
(2000 NEHRP Recommended Provisions For New
Buildings and Other Structures (FEMA 368)).

The adaptive damping strategy used for controlling
the MR damper is as follows. When drift is low, the
objective is to reduce lateral accelerations, which is
helped by low damping. If drift becomes larger,
increased damping is desirable to prevent
unacceptable levels of drift  being reached. It is
necessary to generate an appropriate controlled MR
damper force-velocity characteristic by opportunely
controlling the solenoid current. The adaptive (in
the sense explained above) control force can be
expressed by the following functional equation:

))x,x(u,x,x(F)u,x,x(F jjj
��� �   (8)

where

jkj c)x,x(u �� �
kx – jx

�

  (9)
where j=1, k=2 for the damper between the base
and the middle block and j=2, k=3 for the damper
between the middle block and the top block, and

12c and 23c are damping constants.

The balance strategy aims at eliminating or
reducing component acceleration by suitable choice
of Fj  [see eqns (4)-(6)]. The strategy is to demand
control forces which tend to reduce acceleration
when the following “ dissipative” condition is met:

0xF rjj �
�

                                                            (10)

where rjx
�

  is the relative velocity across damper j.

In order to achieve acceleration minimisation, the
demanded forces are expressed by:
F1 � � � 22xM 		 + 33xM 		  + K

1
( 1x  – 0z  )+ B1 ( 1x	 –

0z	 ) + Fb ]                                                   (11)

F2 = 
  [ 33xM ��  + K2 ( 2x  – 1x )+ B2 ( 2x� – 1x� )]

         (12)
F3=� [K3( 3x – 2x )+B3( 3x – 2x )]                         (13)

where � ����� �   are in the range [0,1]. As the system
is semi-active, the damper is only switched on
when condition (10) is fulfilled; otherwise zero
current is supplied.

5. Simulation Results
A two dimensional representation of a 12 storey
building of total height H was considered with the
first three natural periods of 1.32 s, 0.47 s and 0.33
s. This yields the following values for the natural��������� ������� �"!�������#"$ �&%('

 1 )+*-, . / 0 132547698;: 2 <=: 3 >@?"A B5C
rad/s. Kb was taken to be equal to K1.
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Figure 5. Drift at H/3, passive case

The response of the uncontrolled building to the
earthquake considered  [Guiclea and Sireteanu],
scaled to a peak ground lateral acceleration of 6.68
ms-2 , was calculated for three equally sized blocks.
The drift at one third height (which is greater than
that at two-thirds height) is shown in figure 5 as a
function of clearance. With zero clearance the
earthquake is destructive, producing drift of over
8% storey height. Drift falls markedly with
clearance, reaching a value of 1.2% with a
clearance of 0.35m. However, as the maximum
relative ground movement does not exceed 0.35m
in this case, further increase of the clearance has no
effect.
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Figure 6. Drift at H/3 (A) sliding only (B) sliding
with adaptive damping (C) sliding with adaptive

damping and spring cancellation

The effect of MR control was now studied, with the
earthquake input varied by scaling so that the peak
input acceleration increased from 3.3 ms-2 to
9.81ms-2. A clearance of 0.2 m was selected to
ensure that impacts would occur unless control was
applied.
Drif t at H/3  in the control case is shown  in shown
in Fig 6 for three strategies A,B,C

For the adaptive law - see equation (8) and (9) - c12

and c23 were taken to be equal. Spring cancellation
was applied at the base only. Previous work by the
authors [Stammers and Sireteanu, 2000b] indicated
that spring cancellation was more effective at the
base than higher up the building. Referring to
equations (11)-(13), the values adopted were � �

�

= 0, ��� 1.
Pure sliding is inadequate (drift greater than 1%h)
over the entire range of inputs. Adaptive damping
(c12 = c23=35) reduces drift substantially, while at
1g peak ground acceleration, the inclusion of
spring cancellation achieves an 75% reduction
compared to a sliding base alone.
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Figure 7. Base response

The peak acceleration of the base is plotted in
figure 7 for systems A and B. Adding spring
cancellation - system C - reduced response of the
building in general, but not the accelerations at the
base in this case and so  is not plotted, as it is the
same as for system B.
While adaptive damping is distinctly beneficial at
low ground inputs, it is of no help at 1g inputs. The
increased damping prevents excessive drift but
conversely increases the force experienced by the
base.
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6. Issues on Control Implementation

The authors have developed this work starting from
their previous work on friction dampers. The two
devices although they are quite different in their
physical principle, exhibit relatively similar
characteristics. MR control logic described above
could be also implemented with littl e modifications
to the algorithm by means of friction dampers. The
static characteristic of an experimental friction
damper is  similar to  that of an MR damper.
Bingham and Bouc-Wen models could be
developed analogously. This allows the control
logic to be implemented on either of them with
relatively similar performance. However MR
dampers offer substantial benefit in terms of
physical implementation: in a controlled damping
system employed for earthquake protection, the
device may stay inactive for long periods and
operate only in the event of an earthquake.
Reliabilit y is therefore a crucial issue in the design
of any actuation system. Swift dynamic response is
another requirement, since the device must be able
to switch on rapidly in the occurrence of an
earthquake and its bandwidth must be comparable
with the dynamics of the seismic input.
These requirements are met by MR dampers which
require only a coil supplied by a battery which
provide the control current: MR dampers offer the
significant advantage of an extremely simple
actuation and very fast dynamics at start-up (the
electrical dynamics of the solenoid). Furthermore
an MR damper is an inherently fail-safe device,
since in case of electrical supply failure, it turns
into a conventional viscous damper, with the limit
performance discussed above (case B versus C).
Conversely a friction damper is a device which is
composed of a plate fixed to a mass with a pad
pressed against the plate. An external normal force
is applied to a mass by the pad and consequently,
because of the relative motion between the pad and
the plate and of the presence of friction, a damping
force is produced.

In a friction damper the actuation system is far
more involved. A friction damper for a structural
application is typically activated hydraulicall y or,
provided that the response is swift enough,
pneumatically. In a hydraulically-actuated scheme
this translates to pressure control, which requires a
hydraulic circuit with a control valve supplied by a
pump, working at a set constant pressure. The more
natural design entails the use of pressure control
valves, albeit this configuration is not the most
effective in terms of number of hydraulic
components.

Another design solution, successfully employed in
a mobile application to a vehicle [Stammers et al.,

2000], [Guglielmino, 2001]) makes use of a 3-way
underlapped flow control valve working in pressure
control mode, exploiting the inherent pressure vs.
spool opening characteristic, saturation-shaped, of
the valve. The latter configuration is advantageous
in cases where is necessary to control more
dampers at the same time. By using pressure
control valves, in fact it would be necessary to
install as many pumps and valves as the number of
controlled dampers, whereas using flow control
valves, it is possible to use only one pump which
supplies a main line and to position the valves in
parallel, hence reducing the number of hydraulic
components and therefore the overall reliability of
the system. However despite the hydraulic drive
can be optimised in terms of circuit configuration,
lay-out and hence dynamic response, the merits of
MR dampers are still paramount from an
implementation viewpoint.

7. Conclusions

MR dampers, requiring only a modest electrical
current input, are convenient devices for providing
semi-control forces to counteract lateral ground
inputs. The low time constant (values of 8 - 25ms
are quoted ) means there are no phase lag problems
for typical  seismic inputs.

Sliding base isolation is effective, but only in the
case of earthquakes of modest size. A control
strategy employing adaptive damping and spring
cancellation applied to a sliding base system
predicts up to 80% reductions in drift although
there may be  a compromise with increased
accelerations. A logical extension would be to
adopt an adaptive strategy in regard to lateral
accelerations also. If lateral accelerations exceed a
“tri gger” level and drift is low, damping can be
reduced and the spring “cancellation” parameters � ,�
 and �  increased to reduce lateral accelerations.

Although previous work by the authors indicated
that spring cancellation at the base was more
effective in reducing lateral accelerations than if
applied higher up the building, it is proposed to
calculate the effect of non zero �  and 

�
 when base

sliding is also used.
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Abstract

Realistic interaction between rigid-, deformable- and liquid-bodies can add a substantial realism in

interactive applications such as surgery simulators or computer games. In this paper we propose

a particle based method to simulate the three type of bodies and their interactions. Compared to

previous methods our method uses the same geometrical representation for all objects which makes

collision detection and interaction particular simple. A simulator illustrating the capabilities of the

proposed method has been implemented and results are shown.

Keywords: Simulation, Deformable-Bodies, Liquid-Bodies, Rigid-Bodies, Interaction, Particle

Based

Nomenclature

a Acceleration

acm Acceleration of center-of-mass(CM)

c Connection

C Set of connections

e Particle

E A set of particles

f Force

g Gravity

I Inertia tensor

Ibody Inertia tensor defined in body-space

kc Hooke spring constant.

l Initial length of connection

L Angular momentum

m Mass of a particle

M Mass of a rigid-body

p Pressure

p Position of a particle

r Radius of particle

rcm Position of CM for a rigid-body

R Orientation of a rigid-body

v Velocity of a particle

vcm Velocity of CM

W Normalized integration kernel

ρ Density

ω Angular velocity

τ Torque

µ Viscosity

Introduction
Simulation of liquid-, deformable-, and rigid-bodies

have found widespread use in games, surgery-

simulators and virtual prototyping. Physical models

to simulate the different bodies has been developed

and applied with success in these areas. However,

not much attention has been given to integration of

the different physical models. This poses a problem

for collision detection as the geometric representa-

tion often is different and interfaces between differ-

ent physical models must be defined.

In this paper we try to remedy this problem by

proposing physical models for all three kinds of bod-

ies that can interact through the same interface.

Our work is based on [JV03] where physical models

for rigid- and deformable-bodies are presented to-

gether with an interface between the physical mod-

els. A volumetric mass-spring model is used to sim-

ulate deformable-bodies and all interaction are han-

dled between individual particles of the bodies.

We have extended their work with a physical model

for liquid-bodies that can be fitted into the existing

framework.

The rest of this paper is organized as follows: First

we highlight previous work on hybrid simulation

in Previous Work. In Physical Models the physical

model is presented and in Dynamics dynamics of the

bodies are presented. Our implementation and re-
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sults is presented in Implementation and Results and

we conclude the paper with a discussion of future

work in Conclusion and Future Work.

Previous Work
In [BW97] a hybrid simulation method is pro-

posed. A interleaved simulation paradigm is de-

scribed where simulation results from the previ-

ous time step are feed to the other model in the

current time step to produce synchronized motion.

Rigid-bodies, cloth, and particle systems can be

handled. In [JV03] physical models for rigid- and

deformable-bodies are presented that allows for in-

teraction between different bodies. Interactions in

the form of forces are computed between individual

particles and then applied internally in the physical

model to produce synchronized motion. Wagenaar

[Wag01] have developed a particle based method to

simulate rigid- and deformable-bodies. Interactions

are handled by creating constraints between the par-

ticles which in turn satisfied by relaxation. Force-

and distance-based constraints are discussed. In

[MM04] a method is presented to model interactions

between liquid-particles and soft-tissue. Pseudo par-

ticles are placed onto the surface representing the tis-

sue and the pseudo particles interact with the liquid

particles via a Lennard-Jones potential. In [MCT04]

a method is presented to model interactions between

rigid-bodies and fluids. This is done by constraining

the fluid inside the rigid-body to rigid-body motion.

Physical Models
In this section we present the physical model used

to model the bodies. For simplicity we use forces to

model interactions but other possibilities exists.

Definition 1. Particle: A particle e is a set of param-

eters {p , v , m , r } where

p Position

v Velocity

m Mass

r Radius

Particles part of a liquid-body are also assigned a

density ρ and a pressure p which are used in the

equations governing liquid motion.

Definition 2. Connection: A connection c is a set of

parameters {e1 , e2 , k , l} where

e1 , e2 Particles comprising the connection

k Hooke spring constant

l Nominal distance

Connections are used to model both internal and ex-

ternal interactions. A connection can either be static

or dynamic. Static connections are used to model

interaction between particles in deformable-bodies.

Dynamic connections are used to handle interactions

between bodies or self-intersections in deformable-

bodies. A static connection exist during a whole

simulation while a dynamic connection are created

when a pair of particles are within a certain distance

threshold and destroyed again when the distance be-

tween the pair of particles are larger than the thresh-

old.

The set of connections for a body will only consist of

connections that can be created with particles from

that body. All connections between different bodies

will belong to an interface that handles interactions

between the bodies.

Definition 3. Deformable-body: A deformable-

body is a set of parameters {E , C}
E Set of particles comprising the body

C Set of connections

A deformable-body can be seen as a set of particles

connected by springs. The set C consist of static and

dynamic connections. The static connections de-

cides the elastic properties while the dynamic con-

nections handles self-intersections inside the body.

This model is comparable to other particle models

[Pro95] except that a volume is assigned to each par-

ticle.

Definition 4. Rigid-body: A rigid-body is a set of

parameters {rcm ,R , vcm , ω , M , Ibody , E}

rcm Position of center of mass(CM)

R Orientation of the body

vcm Velocity of rcm

ω Angular velocity

M Mass of the body

Ibody Inertia tensor

E Set of particles comprising the body

A rigid-body is a deformable-body, except that the

distances of the connections are fixed. A rigid body

is treated as a single entity when determining its mo-

tion and therefore additional parameters are intro-

duced to ease this treatment. However, these param-

eters exists implicitly in the particles, and we could
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control the motion of a rigid-body by satisfying the

fixed-length constraints in each time step. No con-

nections should be created inside the body, as dis-

tances between rigid-body particles are fixed.

Definition 5. Liquid-Body: A liquid-body is a set of

parameters {E} where

E Set of particles comprising the liquid-body

A liquid-body can be viewed as a deformable-

body, however, without static connections. In-

stead interactions between particles in the body will

be handled by smoothed particle hydrodynamics

[MCG03]. This will be treated in detail in the next

section where we discuss dynamics of the bodies.

Definition 6. Interface: An interface is a set of pa-

rameters {C} where

C Set of connections.

An interface is used to model interactions between

bodies. Particles are connected when they are within

a certain distance of each other. This resembles

penalty-methods [MW88], where springs are in-

serted between colliding bodies, hence some of the

weaknesses of the penalty method is transfered to

our approach. Stiff differential equations and pene-

trations can occur if the parameters of a connection

are not chosen with care. An advantage, is that in-

sertion and removal of springs becomes easier, as it

is based purely on a distance threshold between two

particles.

Dynamics
In this section we will describe the mechanics gov-

erning motion of the bodies. For deformable- and

liquid-bodies the motion is decided by the motion of

an individual particle while rigid-bodies are treated

as a single entity.

Deformable-Body Mechanics

The mechanics of a deformable-body is determined

by the mechanics of each of its particles e ∈ E . For

an individual particle we have according to New-

ton’s second law

f = ma (1)

The force is the sum of all forces acting on the par-

ticle. The force model from [JV02] is adapted in a

simplified version as follows:

f = fC + fG (2)

where fC is the force from the connections of the

particle and fG is a gravitational vector. Then we

can write

fC = ∑
i∈Ce

−kc(‖pe −pi‖− lc)
pe−pi

‖pe−pi‖
(3)

and

fG = mg (4)

where Ce is the set of connections for the particle e,

pe is the position of the particle, kc is a Hooke spring

constant, lc is initial length of the spring and m is the

mass of the particle.

Rigid-Body Mechanics

For a rigid body we describe mechanics of center of

mass (CM) and orientation. We will use fe to de-

note the resulting force on each particle constituting

the rigid-body. The resulting force on a rigid-body

is computed by summing all contributions from the

individual particles. The motion of CM is governed

by Newton’s second law

fres = ∑
e∈E

fe = Macm (5)

The orientation is governed by the following equa-

tions

τ =
dL

dt
= ∑

e∈E

(pe− rcm)× fe (6)

and

ω = I−1L (7)

where I is the inertia tensor in world space computed

by RIbodyRT , L is the angular momentum, and ω is

the angular velocity. Finally the change in orienta-

tion can be written

dR

dt
= ω̃R (8)

where ω̃ is a cross product matrix

Liquid-Body Mechanics

To model the dynamics of a liquid-body we will

use a interpolation method denoted Smoothed Par-

ticle Dynamics (SPH). SPH was invented to sim-

ulate nonaxisymmetric phenomena in astrophysics
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and presented by Monaghan in [Mon92]. Since

then, SPH has evolved to other fields including liq-

uid simulation. Interactive simulation is obtained in

[MCG03] which will form the basis for the dynam-

ics we present in the following.

SPH is an interpolation method for particle sys-

tems. With SPH, field quantities that are only de-

fined at discrete locations can be evaluated anywhere

in space. According to SPH, a scalar quantity A is

interpolated at location p by a weighted sum of con-

tributions from all particles:

As(p) = ∑
j

m j

A j

ρ j

W(p−p j,h) (9)

where j iterates over all particles, A j is the field

quantity of p j and ρ j is the density. We will refer to

this equation as the SPH rule. The function W(p,h)
is called the smoothing kernel with smoothing dis-

tance h.

The particle mass and density appear in Equation 9

because each particle represents a certain volume

Vj = m j/ρ j. The mass is constant, but the density ρ j

varies and needs to be evaluated at each time step.

Through substitution into Equation 9 we get for the

density at location p:

ρs(p) = ∑ j m j
ρ j

ρ j
W(p−p j,h)

= ∑ j m jW(p−p j,h)

(10)

Derivatives of field quantities can be obtained by or-

dinary differentiation.

When using SPH to derive fluid equations for parti-

cles care must be taken to ensure symmetric equa-

tions such that conservation of momentum and sym-

metry of forces are obtained.

In an Eulerian formulation, isothermal fluids are de-

scribed by a velocity field v, a density field ρ and

a pressure field p. The evolution of these quantities

over time are governed by two equations. The equa-

tion of continuity assures conservation of mass

∂ρ

∂ t
+∇ · (ρv) = 0 (11)

and the equation of motion assures conservation of

momentum

ρ

(

∂v

∂ t
+(v ·∇)v

)

=−∇p+ρg+ µ∇2v (12)

With particles, the conservation of mass is guaran-

teed and the equation of continuity can be omitted

in favour of Equation 10.

In Equation 12 the term ∂v

∂ t
+(v ·∇)v can be replaced

by the substantial derivative Dv/Dt. Thus the accel-

eration of a particle i can be written

ai =
dvi

dt
=

fi

ρi

(13)

See [MCG03] for further details.

Application of the SPH rule to the pressure term in

the equation of motion and symmetrizing yields

f
pressure
i = ∑

b

m j

ρ j +ρi

2ρ j

∇W(pi−p j,h)

Application of the SPH rule to the viscosity term in

the equation of motion and symmetrizing yields

f
viscosity
i = µ ∑

j

m j

v j −vi

ρ j

∇2W(pi−p j,h)

See [MCG03] for further details. In [MCG03] sur-

face tension is modelled using a method proposed in

[Mor00]. To relate density to pressure a equation of

state is needed. We adopt a variant of the ideal gas

law

p = k(ρ −ρ0) (14)

as suggested by Desbrun [DC96]

Kernels

Stability, accuracy and speed of the SPH method

highly depend on the choice of smoothing kernels.

In [MCG03] the following kernels was designed

with the above mentioned criterion’s in mind.

The following kernel

W(p,h) =
315

64πh9







(h2−|p|2)3 0 ≤ |p| ≤ h

0

is used in all but two cases. An important feature

of this kernel is that p only appears squared which

means that it can be evaluated without the use of

square roots in distance computations. However, if

this kernel is used for computation of pressure forces

particles tend to build clusters under high pressure.

This happens because the gradient approaches zero

near the origin. Desbrun [DC96] solves this problem
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by using a kernel with non-vanishing gradient near

the origin. Desbrun’s kernel is given by

W(r,h) =
15

πh6







(h−|p|)3 0 ≤ p ≤ h

0

For computation of viscosity forces a third kernel

W(p,h) = k











− |p|3

2h3 + |p|2

h2 + 2h
|p| −1 0 ≤ |p| ≤ h

0

was designed where k = 15

2πh3 . This kernel has the

property that it always will decrease the fluids ki-

netic energy. See [MCG03] for further details. It is

noted, that the use of this kernel for viscosity com-

putations significantly increased the stability of the

liquid simulation.

Implementation and Results
A interactive simulator implementing the described

method has been constructed.

Since the smoothing kernels used in SPH have finite

support h, the computational complexity has been

reduced by using a grid with cells of size h. Thereby

potentially interacting partners for a particle i only

need to be searched in i’s own cell and the neigh-

bours. This technique reduces the computational

complexity from O(n2) to O(nm) where m is the av-

erage number of particles per grid cell.

This grid has also been used to accelerate collision

queries between the bodies, as all particles of the

bodies are mapped into the grid.

Integration has been tested with a fourth order

Runge-Kutta method, Heun predictor-corrector and

the simple Euler step [Hea02]. The Heun predictor-

corrector was found to be best with respect to com-

putation time and stability.

In Figure 1 a series of pictures from two simu-

lations of rigid- and liquid-bodies are shown. In

Figure 2 a series of pictures from two simulations

of rigid- and deformable-bodies are shown. The

simulations shows the capabilities of the imple-

mented simulator to handle different body types in

the same configuration. Movies can be obtained

from www.boldts.dk/thesis/test where other test also

are presented.

The liquid is visualized by drawing the particles as

spheres. This is sufficient to illustrate the results

but for proper use better techniques for visualization

should be applied.

Conclusion and Future Work

We have presented a particle-based method to unify

simulation of rigid-, deformable and liquid-bodies.

Currently the implemented simulator can be termed

interactive.

Collision queries with rigid- and deformable-bodies

should be handled with a bounding volume hi-

erarchy as proposed by Larsson [LAM01] and

Gotschalk [GLM96]. Faster integration schemes

could be implemented. A global adaptive scheme

as proposed in [DC96] based on the Courant-

Friedrichs-Lewy (CFL) criterion or a local adaptive

scheme as proposed in [HK89] also based on the

CFL criterion. With these optimizations simulation

where the computational time is less than simulated

time appears feasible. This is also known as real-

time simulation.

Methods to visualize the liquids must be investi-

gated. Currently no interactive method matching re-

sults of offline rendering exists. In [MCG03] point

splattering and marching cubes are proposed. It is

however concluded that more research must be done

both to improve quality and performance.

In the future an GPU based approach would be inter-

esting to investigate. The grid accelerating the colli-

sion queries could be replaced by a 3D-texture and

pixel shaders should be used to compute interactions

between particles. This should give a significant per-

formance boost and release the CPU for other tasks.

An interface based on projections is being re-

searched and promising results have been obtained.

This however demands a change of state functions

for the bodies. An interface where interaction be-

tween bodies are handled by SPH equations could

be a possible direction for further research. The idea

is presented in [SK98].
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Figure 1: To the left, a sequence of frames from a simulation where a liquid-body is dropped into a vat with a

moving box is shown. The box are scripted. To the right, a sequence of frames is shown from a simulation

were a liquid-body is dropped into a vat together with two rigid-bodies. The vat contains a scripted box.
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Figure 2: To the left, two deformable-bodies dropped on a moving plate are shown, all bodies are represented

by particles drawn as spheres. The sequence of frames on the right side displays rigid-bodies being dropped

into a vat.
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Abstract 
This paper introduces the simulation software the AnyBody Modeling System, the foundation of 

which was developed at Aalborg University by the authors. AnyBody is capable of analyzing the 

musculoskeletal system of humans or other creatures as rigid-body systems. The paper introduces 

the main features of the system, in particular, the inverse dynamic analysis that resolves the 

fundamental indeterminacy of the muscle configuration of musculoskeletal systems. The 

software was named AnyBody due to the ambition to make a modeling system by which the user 

can build musculoskeletal models of any body, or parts hereof. In addition to the musculoskeletal 

system, the models can comprise external objects, loads, and motion specification, thereby 

providing a complete set of the boundary conditions for a given task.  

Keywords: Musculoskeletal models, muscles, multibody dynamics, inverse dynamics, simulation 

software. 

 

Nomenclature 

C
() Coefficient matrix of equilibrium equations. 

d
()
 Right-hand side of equilibrium equations. 

f
() Vector of forces. fi  is the i’th element. 

g
() Vector of forces corresponding to v’s basis.  

G Objective functions. 

Ji Inertia tensor of the i’th body. 

li,
(oi) Origin-insertion length of the i’th muscle. 

m i The mass of the i’th body. 

n() Integer number of e.g. bodies in the system. 

Ni Normalizing factor, typically muscle strength. 

p Polynomial degree. 

pi Vector of Euler parameters of the i’th body. 

q Vector of position coordinates.  

q* Virtual positions corresponding to v.  

ri Translation vector of the i’th body. 

v Vector of velocity coordinates.  

i Right-hand side of acceleration constraints. 

H Vector of kinematic constraints violations. 

Hq Jacobian matrix with respect q. 

yi Angular velocity vector of the i’th body. 

Quantities marked with () may have superscripts 

(M), (R) referring to ‘muscles’ and ‘reactions’, 

respectively. 

Introduction 

The musculoskeletal systems of humans or animals 

are mechanically very complex and computational 

models must be highly simplified in order to be 

reasonably efficient. Typically the musculoskeletal 

system is assumed to be a rigid-body system 

allowing for standard methods of multibody 

dynamics to be applied.  

In addition however, the model must have 

reasonable representations of the muscle geometry 

and the recruitment pattern of the muscles, which 

are both complicated issues. The muscles consist 

of soft tissue and they wrap each other and the 

bones, ligaments, etc. in complicated shapes. 

Reasonable modeling of these geometries is 

essential for the mechanical model. Moreover, the 

muscles are activated by the Central Nervous 

System (CNS) by mechanisms that are not 

understood well enough for detailed modeling. 
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Therefore, the modeling of these mechanisms is 

based on assumptions, typically some kind of 

optimality condition. The fundamental problem is 

that there are more muscles than necessary to drive 

the degrees of freedom of the system, which 

implies that there are infinitely many muscle 

recruitment patterns that are dynamically 

acceptable. This problem is often referred to as the 

redundancy problem of the muscle recruitment. 

Musculoskeletal models can be divided into two 

groups: forward and inverse dynamic models. 

Forward dynamics computes the motion based on a 

predicted muscular activation. While this is 

attractive in the view of the detailed modeling of 

the physical phenomena, it is very computationally 

demanding and typically the model must be 

wrapped in a computationally costly optimization 

of the activation control to make the model do a 

specific task. Inverse dynamics computes the 

muscle activation based on a specified task, i.e., 

motion. This puts many restrictions on the model 

but the computations are much more efficient. This 

efficiency can be exploited to build more complex 

models comprising more muscles, i.e., more details 

of the real body. 

The literature on biomechanics contains many such 

models. [1]-[3] show applications of forward 

dynamics, whereas many of the other references 

made later in this paper are for inverse dynamic 

models. 

The AnyBody system, which was initiated at 

Aalborg University by the authors, is a general 

modeling system for making such musculoskeletal 

models. It was designed to meet four goals: 

1) It should be a modeling system, i.e. a tool that 

allows users to construct models from scratch 

or use or modify existing models to suit 

different purposes. 

2) The system should facilitate model exchange 

and allow models to be scrutinized. 

3) If possible, it should have sufficient numerical 

efficiency to allow ergonomic design 

optimization on inexpensive computers. 

4) The system should be capable of handling body 

models with a realistic level of complexity such 

as the example of Figure 1. 

Currently, AnyBody allows only for inverse 

dynamic analysis of the models and therefore this 

paper will focus on this approach. 

In the rest of this paper we shall attempt to give an 

introduction to the functionality of AnyBody, 

hereunder the theory behind the basic analysis 

capabilities and aspects of the software design. 

Muscle Recruitment 

The solution of the muscle recruitment problem in 

the inverse dynamics approach is generally 

formulated as an optimization problem on the 

form:  

 

Minimize 

      f 
)( (M)

fG  
(1)

Subject to dCf ? , (2)

 } ’(M)(M) ,...,1     ,0 niNf ii Œ~~  (3)

 

where G is the objective function, i.e., the assumed 

criterion of the recruitment strategy of the CNS, 

stated in terms of the muscle forces, f
(M). G is 

minimized with respect to all unknown forces in 

the problem, f=[f(M)T f(R)T]T, i.e., muscle forces, f(M), 

and joint reactions, f
(R). Equation (2) is the 

dynamic equilibrium equations, which enter as 

constraints in the optimization. C is the coefficient-

matrix for the unknown forces and the right-hand 

side, d, contains all known applied loads and 

inertia forces. The non-negativity constraints on 

the muscle forces, (3), state that muscles can only 

pull, not push, and the upper bounds limit their 

capability, i.e., Ni is the strength of the muscle. 

Figure 1: Full body model comprising several 

hundreds of muscles made with AnyBody. 
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The most popular form of the objective function, 

G, is the polynomial criteria in (4) and a somewhat 

less known form, introduced by Siemienski [4], is 

the soft saturation criteria in (5). 
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Both of these forms of G are stated with a variable 

power, p, and a normalizing function for each 

muscle, Ni. The normalized muscle force is often 

referred to as the muscle activity. 

The most physiologically reasonable choice of Ni 

is some measure of the strength of the muscle. This 

can either be approximated by a constant or 

computed by some model taking the muscle’s 

operating conditions into account. The modified 

Hill model introduced by Zajac [5] is a popular 

choice using the length and the length-rate of the 

muscle as input. These will be available from the 

kinematical analysis of the system.  

More details about these criteria can be found in 

the literature, e.g. [6]-[10] apply the polynomial 

criteria with various powers, p, and Siemienski [4] 

introduces the soft saturation criterion with p=2. 

Thorough comparison and discussion of different 

criteria are found in [11]-[16],  

A third possibility is the so-called min/max 

formulation that takes the form: 

 

Õ
Õ
Ö

Ô
Ä
Ä
Å

Ã
?

i

i

N

f
G

(M)
(M) max)(f , (6)

 

i.e., minimization of the maximal muscle activity. 

A number of things make this criterion attractive 

compared to (4) and (5). 

Firstly, it can be transformed into a linear problem, 

which makes it numerically efficient and possible 

to solve with a finite algorithm, see [15] and [16]. 

(4) and (5) also have this feature for p=1; however, 

it is generally agreed that p=1 leads to a 

physiologically unreasonable result, namely that 

the stronger muscles do all the work and real 

muscles are known to share the loads whenever 

possible. 

For higher powers, p, (4) and (5) become less and 

less numerical attractive. Moreover, the 

polynomial criteria must be equipped with the 

upper bound constraints in (3) on the muscle 

activity, whereas both the soft saturation and the 

min/max criteria have these constraints implicitly 

fulfilled. The soft saturation criteria, however, 

cause numerical problems when activities are close 

to the upper limit, whereas the min/max criterion 

simply utilizes the muscles optimally so that the 

activities do not exceed the limit before absolutely 

unavoidable. Also this handling of the upper bound 

makes (6) numerically attractive. 

Finally, one should notice that Rasmussen et. al., 

[14], showed that (4) and (5) converge towards 

each other for increasing power, p, and they do 

indeed converge towards (6). In addition, we 

notice that that the activity’s dependency on the 

magnitude of external load converges towards a 

linear function for large p and it is indeed a linear 

relationship for the min/max criterion, see [14]. 

This convergence is an important result in the view 

that Challis and Kerwin in [11] compared the 

polynomial criteria with experiments and found the 

best agreement for very large powers (p=100). 

Numerically, this is equivalent to a solution 

obtained using (6).  

Apart from being numerically attractive the 

criterion in (6) also appears to be physiologically 

attractive. Assuming that muscle fatigue and 

activity are proportional the criterion postpones 

fatigue as much as possible; in other words it is a 

minimum fatigue criterion.  

Based on this line of argumentation the criterion 

(6) was chosen as the foundation of the inverse 

dynamics analysis in the AnyBody software.  

It should however be emphasized that none of the 

presented criteria has been generally proven as the 

superior one physiologically.  

Some believe that (6) leads to too much muscle 

synergism, [16], and indeed it does exploit the 

muscles with very poor working conditions, i.e., 

small moment arms, to a degree that may be 

questionable. Also a minor numerical difficulty of 

(6) should be mentioned. It inherently contains 

some indeterminacy for certain groups of sub-

maximally activated muscles, which may be 

obvious since the objective only involves the 

maximally activated ones. This must be dealt with 

to obtain a unique solution out of (6) for complex 

models. [17] solves this by an additional criterion, 

whereas [15] and [16] suggest a dedicated iterative 

solution, which is implemented in AnyBody. 
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Mechanical Model 

The mathematical model of the mechanical system 

must produce the equations of motion in the form 

of (2). We adopt a general multibody system 

dynamics approach using a set of Cartesian 

coordinates for each body. This is a choice of 

generality and ease of implementation over 

efficiency of the kinematical analysis. This is a 

reasonable choice because the kinematics is a 

minor part of the analysis, where we typically deal 

with many more muscles than segments 

considering for instance a full body model.  

All segments of the biomechanical system are 

modeled as rigid bodies2, neglecting effects such as 

the wobbly masses of soft tissues. We, more or 

less, adopt the formulation in the textbook by 

Nikravesh [18]. The position of the i’th body is 

described by the coordinates qi=[ri
T pi

T]T, where ri 

is the global position vector of the center of mass 

and pi is a vector of four Euler parameters. The 

velocity of the bodies is defined as vi=[ṙi
T yiガT]T, 

where the vector yiガ is the angular velocity of the 

body measured in the body-fixed reference frame.  

The kinematical analysis is carried out in terms of 

all the Cartesian coordinates by solving a set of 

imposed kinematical constraints of the form 

 

0q ?H ),( t , (7)

 

where q=[q1
T .. qn

T]T is the assembled coordinate 

vector for all n segments. The explicit time, t, 

indicates that some of the constraints are 

kinematical drivers in addition to the constraints 

arising from the joints. In the case of inverse 

dynamic analysis the imposed constraints must 

specify the motion completely, implying that we 

have a full set of equations in (7). Notice, we must 

also include the unity constraints on the Euler 

parameters. The equations in (7) are generally non-

linear and we solve them by a modified Newton-

Raphson scheme. Subsequently, we solve the 

linear velocity and acceleration constraints, (8), but 

in terms of v and v̇ instead of time-derivatives of q: 

 

tH/?H ,vq    and    ),,( tvqvq i?H , % , (8)

 

where Hq* is the Jacobian with respect to q*. q* 

contains a virtual set of positions that correspond 

                                                      
2 In biomechanics we speak of segments instead of (rigid) 

bodies, because “body” can be confused with the human body. 

to v. They are not meaningful as finite values due 

to the rotational entries in v, but as infinitesimal 

values in differentiations they make sense. 

Now, we know the motion completely in q, v, and 

v̇. We can now turn towards the target of setting up 

the dynamics equilibrium, (2). For each segment, 

we have the Newton Euler equations, which in this 

case may take the form: 
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where mi and Jiガ are the mass and the inertia tensor 

referring to the centroidal body-frame, 

respectively. The right-hand side, gi, is the forces, 

having six entries, firstly three forces and then 

three moments in body-fixed coordinates. It 

consists of muscle forces, gi
(M), reaction forces, 

gi
(R), and known applied loads, gi

(app), that may 

depend on q, v, and t. gi
(M) and gi

(R) enter (2) on the 

left-hand side, whereas the remaining entries in (9) 

enter di; thus the full right-hand side of (2) is 

assembled as d=[d1
T .. dn

T]T, where: 
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Similar to the unknown forces, f=[f(M)T f(R)T]T, their 

coefficient matrix, C, can be partitioned according 

to muscle and reaction forces, i.e., C=[C(M) 
C

(R)] 

that define g(M) = C
(M)

 f
(M) and g(R) = C

(R)
 f

(R).  

C
(R) is in principle the transposed of the constraint 

Jacobian, Hq*. This follows from standard forms of 

the constrained equations of motion where f
(R) is 

given by Lagrange multipliers of the constraints, 

see e.g. [18]. A constraint imposed on the motion 

by a mechanical device corresponds to a reaction 

component in that device, i.e., each row in Hq* 

corresponds to a column in C
(R). However the 

kinematical constraints in (7) and (8) also contain 

pure motion specification of the system’s degrees 

of freedom. We shall exclude these constraints 

from C
(R) so that C

(R) becomes the subset of the 

columns from the transposed Jacobian, Hq*, that 

are associated with the real mechanical devices. 

The neglected columns correspond to the system’s 

degrees of freedom and these will be kinetically 

supported by muscles. 

The muscle coefficient matrix, C
(M), requires a 

geometric model of the muscles. We model the 

muscles geometrically as elastic strings spanning 
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between two or more points and in cases wrapping 

over rigid obstacles. It is beyond the scope to 

describe the wrapping model here, but in the 

simple case without wrapping, we can express the 

muscle’s origin-insertion length as l(oi)= |ri
(p) - rj

(p)|, 

where ri
(p) and rj

(p) are the positions of the spanned 

points that depend on q. Any other model of the 

muscle path must similarly provide us with l(oi)(q) 

and its time-derivative for calculation of the 

strength, Ni. By the principle of virtual work, we 

can show that the coefficients in C
(M) are the 

derivatives of l(oi) with respect to the system 

coordinates in q*. These derivatives we shall 

denote this by li,q*
(oi). Firstly we can express the 

virtual work produced by the muscles as the sum 

of muscle forces times their virtual length change: 
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Secondly, we can express the virtual work as the 

scalar product of the generalized force vector for 

all muscles, g
(M), and the virtual change of the 

system coordinates q*: 

 
(M)(M)T(M)T ** fCqgq fff ??W  (12)

 

Comparison of (11) and (12) shows that li,q*
(oi) is 

indeed the i’th column of C(M). 

We have now established all entries of the muscle 

recruitment problem in (1)-(3). In order to speed 

up the actual solution, we can optionally reduce the 

number of equilibrium equations in (2). Since there 

are no other conditions on the reaction forces, f(R), 

than equilibrium equations, we can apply a 

standard factorization to eliminate elements of f(R) 

using an equal amount of equations of (2). We 

shall however not go into further details about this. 

The AnyBody software 

The AnyBody software consist of two applications, 

a Windows (GUI) and a console application, that 

both have the same modeling facilities but differ in 

the ways they can be used. The console application 

can be called from other programs whereas the 

GUI application contains much more facilities for 

viewing the model and its results, thereby 

providing a better foundation for developing and 

analyzing models manually. 

Modeling in AnyBody is done by a text-based 

input. For this purpose a special modeling 

language named AnyScript has been developed.  

A text-based user input has been chosen for two 

reasons: (1) From the software developer’s point-

of-view it is easy to develop and maintain and (2) 

we believe that it is the only way to meet the goals 

of the AnyBody system mentioned in the 

Introduction. In particular, Goal 1 and 2 require a 

very versatile and flexible input.  

The AnyScript Modeling Language 

AnyScript is a declarative, object-oriented 

language for development of multibody dynamics 

models, particularly models of the musculoskeletal 

system. An AnyScript model is roughly divided 

into two main sections: 

1) The model section containing the definition of 

the mechanical system, the body and the 

surroundings. 

2) The study section containing lists of analyses 

and other operations to perform on the model. 

These can then be executed from the software. 

The declarative nature of the language means that 

the language has a number of predefined classes 

that the user can create objects from. The 

predefined classes comprise (1) basic data types, 

such as numbers and string, (2) mechanical objects 

types such as segments, joints of various types, 

drivers, forces, and muscles, and (3) operational 

and model management classes. 

The user cannot use operational code like ‘do’ 

loops and ‘if-then-else’ clauses and neither can 

new classes with additional functionality be 

defined3. Classes that function as containers for 

structuring the model hierarchically do however 

exist and they play an important role in structuring 

of large models. 

The study section of the model allows for 

specification of various operations to perform on 

the model such as kinematical analysis, kinetic 

analysis, muscle calibration, and systematic 

parameter variations. Studies can refer to the entire 

model or to subsections of the model.  

From a software design point-of-view, the 

definition of “studies” and “operations” as classes 

in the modeling language has enabled a clear 

relationship between the modeling data structure 

and the user interfaces of the software. Whenever 

as new “operation” or “study” is implemented in 

                                                      
3 Future versions of AnyBody will get extended possibilities 

for user input of this kind. 
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the basic data structure, it immediately available 

both in the modeling language and from the user 

interface of the GUI. 

Similarly, the graphical appearance of the model is 

programmed by the user in AnyScript by means of 

special objects known to the GUI. This puts the 

user in full control of view via the model input. 

Structuring models for multiple purposes 

Well-structured models are essential when creating 

large models such as full body models. AnyScript 

contains functionality for structuring models in a 

tree structure much similar to a file system. Folder-

objects can be utilized to contain specific parts of 

the model and information can be accessed from 

many places through references. Typically, the 

data of large models is organized in several files 

and these can simply be combined by C-style 

include statements. 

These features allow the user to structure the data 

according to the nature of the model and the 

practical use of the model. In particular, a model 

can easily be built by several modelers working on 

different files, and models and model parts can be 

exchanged. 

It appears that Goal 1 and 2 from the Introduction, 

Page 2, have been reached. However, the system 

provides much freedom for the user for structuring 

the models in different ways, and this may prevent 

the interfacing of differently structured model parts 

with each other. If, for instance, one user has 

developed an arm model, and another user a hand 

model, it is likely that they will want to merge 

them, and different model structures might disable 

this option. To facilitate model merging, the 

AnyBody Research Group has developed a model 

structure, which splits the model into two distinct 

parts (Figure 2): 

1) The body model. This part contains segments, 

joints, muscles, and other anatomical data, but 

no boundary conditions. Additionally it may 

contain setups for calibrating parameters of the 

body model, typically muscle parameters need 

adjustment for given body anthropometrics. 

2) The application model. Application-specific 

data about movements, loads, and external 

parts, such as tools, bicycles, or the like, are 

placed in this part.  

The idea is that users can exchange body models 

and connect them with different types of 

applications as illustrated in diagram of Figure 2.  

As Figure 2 also illustrates, the body model itself is 

broken into parts. The idea of this is that different 

scientist can build models of different parts of the 

body and put them together as a virtual Frank-

enstein’s monster. This is important in view of the 

large effort that must go into building and 

validating good models. 

The question then remains of how the elements 

that cross the interface between two body models 

or between a body model and the application can 

be handled. How can the developer of a hand be 

sure that the developer of the arm has provided 

muscle attachment points on the arm for the 

muscles spanning the wrist? To solve this problem 

the AnyScript language has been equipped with a 

facility to semantically allow addition of the 

necessary elements outside objects. This means 

that the hand model can contain the necessary 

additions to the arm model to make the parts 

compatible. 

Conclusions 

We have in this paper described the functionality 

and the principal considerations behind the 

AnyBody Modeling System; in particular, we have 

sought to explain how the four system design goals 

from the Introduction have been met. Meeting all 

four goals, we believe makes AnyBody a unique 

software system for the presented type of analysis. 

To our knowledge no other software offers similar 

inverse dynamic analysis capabilities together with 

general model building facilities. 

Figure 2: Recommended structure to facilitate 

model exchange. The labels in the boxes are only 

examples. Figure 3 shows a practical example. 
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Figure 3: A typical example of a structured model: The two bicycles are identical applications 

within the same model and are combined with a simple, 2-D lower extremity and a more 

complicated 3-D lower extremity respectively. 

The efficiency of the muscle recruitment solver has 

made it possible to handle models of full body 

complexity. The current full body model, Figure 1, 

contains more than 400 muscles and a single time 

step can be solved in a few seconds on a standard 

PC. This allows for systematic parameter studies 

and optimization, which gives hope for computer-

assisted design of man-driven machines, tools, and 

exercises like demonstrated in [19] and [20]. 

The scientific search for the “real” recruitment 

criterion is ongoing and maybe it will never be 

established. Neither of the presented criteria are 

based upon detailed knowledge about the real 

control system (the CNS), but rather upon an 

overall assumption about its optimal function. This 

may sound weak and less accurate than we are 

used to in typical engineering applications. The 

optimality approach does however fulfill basic 

conditions such as the dynamic equilibrium and the 

better of the criteria do provide physiologically 

reasonable results. Therefore, this should be 

considered as a reasonable approach while 

regarding the accuracy of the results with scrutiny.  

Indeed biomechanical systems are generally 

difficult to handle accurately also in the 

experimental setups that are used to validate 

computational methods. Muscle activation and in 

particular muscle forces cannot be measured 

accurately and the nature of the system makes it 

impossible to measure all muscles. Naturally, this 

is a problem in the search for validation of 

computational models, but it also gives the models 

a special importance, since they in many cases are 

the only way to estimate certain valuable 

information. Many of the references for this paper 

contain comparisons of inverse dynamics methods 

to experimental results; for instance [21] and [22]  

contain results produced by AnyBody. 

The optimality assumption and the use of inverse 

dynamics in general imply some restrictions on the 

use of the formalism. We neglect certain properties 

of the control system such as muscle activation 

dynamics and we assume optimality. We must 

therefore restrict the methodology to relatively 

slow and skilled motion, i.e., tasks that the human 

is familiar with. For unskilled tasks, one cannot 

expect the same degree of optimality. Whether the 

methodology can be extended to cover certain 

types of unskilled motion and more dynamical 

effects is indeed an interesting question. 

Modeling humans and other creatures is a very 

demanding task and no single scientist or even 

institution could expect to accomplish this by 

themselves. Experiences from many years of 

research must be combined, and therefore it has 

been essential in the design of AnyBody to 

facilitate collaboration between scientists about 

model building. To meet this demand for model 

exchange, the AnyBody Research Group has made 

a public repository of models [23]. 
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Abstract
In rigid body simulation contact graphs are used detecting contact groups. Contact graphs provide an
efficient underlying data structure for keeping information about the entire configuration and in this
paper we extend their usage to a new collision detection phase termed “Spatial-Temporal Coherence
Analysis”. This paper will review contact graphs and demonstrate the performance impact in a
typical constraint based multibody simulator.
Keywords: Multibody Dynamics, Contact Graphs, Contact Groups, Contact Analysis, High Level
Control

Introduction
Historically contact graphs are used for splitting ob-
jects into disjoint groups that can be simulated inde-
pendently. Contact graphs are frequently mentioned
between people working with rigid body simulation,
but they are often not formally described in the liter-
ature. In [1] the idea of using contact groups to break
down contact force computations is mentioned. The
benefit is obvious and not many people would spend
time on explaining it. To our knowledge the first
use of the word “graph” appears in [2], where a con-
tact graph is used to properly back-up penetrating
objects. In our opinion [3] is the first advanced at-
tempt on using contact groups for distributed simu-
lation. Recently [4] developed a shock propagation
algorithm for efficient handling of stacked objects,
which uses a contact graph. Today simulators do ex-
ploit contact groups for breaking down the computa-
tions into smaller independent problems as in Open
Dynamics Engine (ODE) (v0.035), however they do
not store a graph data structure.
Alternatives to contact graphs are not very surpris-
ingly neither mentioned or talked about. An alterna-
tive is to put the contact-matrix into block-form [5].
In comparison with the contact graph approach the
“block-form” matrix approach is limited to contact
force and collision impulse computations and can
not be used for anything else.

∗Corresponding author. Phone: +45 3532 1413,
Fax: +45 3532 1401, E-mail:kenny@diku.dk

The contact graph algorithm we present in this pa-
per is part of the Spatial-Temporal Coherence (STC)
analysis module. The algorithm clearly shows that
STC analysis is scattered around the other phases
in the collision detection engine. We use con-
tact graphs for caching information, such as contact
points. The cached information can be used for to
improve run time performance of a rigid body simu-
lator. Several speedup methods are presented, these
fall into two categories, the first is real speed-ups
due to improvements of simulation algorithms, the
second is due to changes of the properties of the me-
chanical system, which alters the physical system,
but still produces plausible results. Our main fo-
cus is computer animation and not accurate physical
simulation.

The Contact Graph
A contact graph consists of a set of nodes, a node is
an entity in the configuration, such as a rigid body or
a fixed body. A node can also be a virtual entity, such
as a trigger volume, generating an event notification
when other objects penetrates it.
When objects interact with each other, contact infor-
mation are computed and cached, it is easy to use
the edges in the contact graph for storing informa-
tion of interactions between objects. Edges are also
useful for keeping structural and proximity informa-
tion about objects.
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The most important thing is that both nodes and
edges should be accessible in constant time and
edges are bidirectional and uniquely determined by
the two nodes they run between.
These properties can be obtained by letting every en-
tity in the configuration have an unique index, and
letting edges refer to these indices, such that the
smallest indexed entity is always known asA and
the other asB.
An edge between a physical object and a trigger vol-
ume indicates that the physical object has moved
inside the trigger volume. This kind of edges can
therefore be used to generate trigger volume event
notifications. This type of edge is a dynamic edge,
meaning that it is inserted and removed dynamically
by the collision detection engine during the simula-
tion.
The last type of edges we can encounter are those
which tell us something about how the objects in the
configuration currently interact with each other. For
instance if two rigid bodies come into contact then
an edge is created between them. There are some
combinations of edges which do not make sense. For
instance an edge between two fixed bodies.
More node types and edge types are described in [6].

The Contact Graph Algorithm
We will now outline how a contact graph can be used
in the collision detection pipeline. Notice that al-
though we claim a contact graph to be a higher or-
der contact analysis phase it is not a phase that is
isolated to a single place in the pipeline, instead it
is spread out around all the other phases, i.e. in be-
tween the broad phase module responsible for find-
ing close object pairs, the narrow phase module that
determines overlap status for an object pair, and the
contact determination module that computes all con-
tact points between an object pair. In the following
we will walk through what happens in the collision
detection pipeline step by step.
The first step in our algorithm is to update the edges
in the contact graph. This is done by looking at the
results of the broad phase collision detection algo-
rithm. The results of the broad phase collision detec-
tion algorithm are really an unsorted list of pairs of
nodes, where each pair denotes a detected overlap in
the broad phase algorithm. Observe that each pair is
equivalent to a contact graph edge. We can therefore

insert new edges into the contact graph, which we
have not seen before. At the same time we can han-
dle all close proximity information, that is detection
of vanished, persistent and new close proximity con-
tacts. This is done by comparing the state of edges
with their old state.

Now we can do logical testing and exploit caching,
by scanning through all the reported overlaps and
remove those overlaps we do not have or want to
treat any further.

Overlaps with passive objects are also removed, pas-
sive objects do not really exist in the configura-
tion, they are merely objects kept in memory in
case they should be turned active later on. This
way objects can be preallocated and further more
there is no penalty in reallocating objects that dy-
namically enter and leave the configuration during
runtime. We refer to the passive/active scheme as
light weighted objects. The opposite is called heavy
weighted objects and it means objects are explicitly
deallocated and reallocated whenever they are added
or removed from the configuration. One drawback
of light weighted objects is that there is a penalty in
the broad phase collision detection algorithm. For-
tunately broad phase collision detection algorithms
should have linear running time with very low con-
stants, so the penalty is negligible.

The last screening test is for change in relative place-
ment. Every edge stores a transform,x f orm(·), indi-
cating the relative placement of the end node objects.
If the transform is unchanged there is no need to run
narrow phase collision detection nor contact deter-
mination, because these algorithms would return the
exact same results as in the previous iteration.

We are now ready for doing narrow phase collision
detection and contact determination on the remain-
ing overlaps. Output from these sort of algorithms
are typical a set of feature pairs forming principal
contacts,PCs and a penetration state. The contact
graph edges provide a good place for storing this
kind of information. The output of the narrow phase
should of course also be cached in the edge, because
most narrow phase collision detection algorithms
reuse their results from the previous iteration to ob-
tain constant time algorithms. Notice that the closest
principal contact is also determined, closest contacts
are often used in impulse based simulation or time of
impact estimation computations. We do also test for
any contact state changes, that is if touching or pen-
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etrating contacts vanishes or are persistent, that is if
they were present in the last iteration. If one of the
nodes were a trigger volume then we do not mark
touching contact, but ratherin- and out- events of
the trigger volume, the same applies to the marking
that took place earlier on.
Finally we can run the contact determination for all
those edges where their end node objects are not sep-
arated.
In an impulse based simulator it is often not neces-
sary to do a full contact determination only the clos-
est points are actual needed [7], so an end user might
want to turn of contact determination completely.
Also contact determination should be skipped on
nodes representing things like trigger volumes, such
entities are merely used for event notification, so
there is no need for contact determination.
Now we have completed exploiting all of the log-
ical and caching benefits we can gain from a con-
tact graph. We are now ready for using the contact
graph for its intended purpose, determining contact
groups. The actual contact groups are found by a
traditional connected components search algorithm,
restricted to the union of the list of edges having
survived the logical and coherence testing as de-
scribed earlier and the structural edges. The algo-
rithm works by first marking all edges that should be
traversed as “white”. Afterwards edges are treated
one by one until no more white edges exist.
Fixed objects are rather special, they behave like
they have infinite mass, so they can support any
number of bodies without ever getting affected
themselves. They work like an insulator, which is
why we ignore edges from these nodes when we
search for contact groups.

The Event Handling
In the method we have described in this paper we
have not really explicitly stated when events get
propagated back to an end user. Instead we have
very clearly shown when and how the events should
be detected. We can traverse the edges of the graph,
and simply generate the respective event notifica-
tions for all those edges that have been marked with
an event.
There is one major subtlety to event handling, some
simulators are based on backtracking algorithms,
meaning they keep on running forward until things

Collision Detection Engine

STC Analysis

Narrow Phase

Broad Phase

Contact

Determination

proximity only testing

Contact Group

Detection

Edge Insertion and

removeable

Logial and Cache

Testing

Event Notification

Figure 1: Spatial-Temporal Coherence Analysis
Module.

go wrong, then they backtrack correct things and
tries to go forward again. This could many times.
The consequences being that we might detect events
which really never occurs.
The problem of backtracking can be handled in two
ways, in the first solution events can be queued dur-
ing the simulation together with a time stamp indi-
cating the simulation time at which they were de-
tected. Upon backtracking one simply dequeues all
events with a time stamp greater than the time the
simulator backtracks to.
In the second solution events are restricted to only
be generated when it is “safe”, that means whenever
a backtrack can not occur or on completion of the
frame computation. We favor the second solution,
the reason for this is that events are most likely to
be used in a gaming context, where a backtracking
algorithm is unlikely.

The STC-Analysis Module
Having outlined how the contact graph should be
used in the collision detection pipeline we can
schematically sketch the STC analysis module to-
gether with the other modules in the collision de-
tection engine. Figure 1 illustrates the interac-
tion between the modules. From Figure 1 we see
that the STC analysis occurs in three phases, post-
broad-phase, post-narrow-phase and post-contact-
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determination. We do not need a pre-broad-phase in
the STC analysis at this point, but if any initializa-
tion is supposed to take place then a pre-broad-phase
analysis would be a good place for doing this.
In our opinion there are basically three different
ways to exploit the contact groups in rigid body sim-
ulation. We will briefly talk about them in the fol-
lowing.
Time warping: Traditionally one would backtrack
the entire configuration when an illegal state is
found, such as a penetration of two objects. This is
inefficient since there may be a lot of objects whos
motion are completely independent of the two pene-
trating objects. Contact groups could be used to only
backtrack those contact groups with penetrating ob-
jects see [3] for more details.
Subdivision of Contact Force Computation:
Constraint-based methods for computing contact
forces are oftenNP-hard, so it is intractable to have
large problems, however the contact forces needed
in one contact group is totally independent of all the
other contact groups. The essence is basically why
solve one big problem, when you can solve several
smaller problems instead see [1].
Caching Contact Forces: If contact forces from the
previous iteration of contact force computations are
cached in the contact graph edges then these forces
can be used as initial guess for the contact force
computation in the current iteration as described
in [8].

Results
We will elaborate on several speedup methods that
relies on or relates to contact graphs. The speedup
methods are generally applicable to any kind of rigid
body simulator. In order to show the effects we have
chosen to extend our own multibody simulator, a ve-
locity based complementarity formulation [9] using
distance fields for collision detection, with the speed
ups. Example code is available from the OpenTissue
Project.
In this paper we will focus on performance speedup
only. For this reason we have chosen a semi-implicit
fixed time stepping scheme with a rather large time-
step, 0.01 second.
Using distance fields for collision detection have one
major drawback, when objects are deeply penetrat-
ing, a large number of contact points will be gener-

Figure 2: 120 Falling Spheres onto inclined plane
with engravings.

ated, the consequence will be a performance degra-
dation due to the large number of variables. Perfor-
mance improvements are therefore particular impor-
tant even though real-time simulation is out of our
grasp.
We have done several performance measurements
and statistics on 120 spheres falling onto an inclined
plane with engravings. The configuration is shown
in Figure 2. The total duration of the simulation is
10 seconds. In Figure 3 measurements of the brute
force method is shown, i.e. without using contact
graph. Observe that the number of variables and
real-life time per iteration are increasing until the
point where the spheres settle down to rest. In com-
parison Figure 4 shows how the curves from Fig-
ure 3 changes when a contact graph is used. Notice
that the number of variables per contact group is
much smaller than in the brute force method also
observe the impact on the real-life duration curves.
The total running time of the brute force method
is 28424 sec. Using a contact graph the simula-
tion takes 1011.4 sec., which is a speedup factor
of roughly 28. In the following we will explain 7
more speed up methods that further increases per-
formance.
Using contact graphs an improvement comes from
ignoring contact groups where all objects are at rest,
we call such objects sleepy objects, and we deter-
mine them by tracking their kinetic energy, when-
ever we find an object who’s kinetic energy have
been zero within threshold over some constant num-
ber of iterations, which is user specified, the object
is flagged as sleepy. If a contact group only con-
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Figure 3: Performance of the brute force method.

tains sleepy objects the group is completely ignored
during simulation. Contact graph nodes are used for
the kinetic energy tracking. This method is compu-
tationally inexpensive, it have been used in all of the
measurements in Table 1. The method could have
a potentially disastrous effect if the scheme for tag-
ging sleepy objects is not well-picked. Too greedy
an approach could leave objects hanging in the air,
too lazy an approach would result in no performance
improvement.

We exploit contact graph edges for caching contact
points and contact forces. Cached contact points are
used to skip narrow phase and contact determination
whenever two incident objects of a contact edge are
at absolute rest, cached contact forces are used to
seed the iterative LCP solver, Path from CPNET. We
call this speed up “caching”.

A further speed up can be obtained by limiting the
number of iteration of the LCP solver, currently
from 500 to 15, as a consequence the motion is al-
tered but still looks plausible. The method has noth-
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Figure 4: The performance impact of using a contact
graph.
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ing to do with contact graphs, but it is interesting in
combination with the other speed ups we apply. We
refer to this speed up as “tweaking”.

Another speed-up we use is to reduce the number of
contacts between two objects in contact, the reduc-
tion is applied to objects that are deeply penetrating,
all contacts are pruned except the single contact of
deepest penetration. The contact graph edges are a
convenient storage for this. We have named this “re-
duction”. Reduction have an effect on the motion of
the objects, we believe that it is actually more cor-
rect, because intuitively the deepest point of penetra-
tion better resembles the original idea behind using
the minimum translational distance as a separation
measure. Besides theoretically reduction should de-
crease the number of variables used in the comple-
mentarity formulation.

Inspired by the speed up of detecting independent
contact groups, further subdivision into independent
groups seems attractive. An idea is to prune away
sleepy objects from those contact groups containing
both non-sleepy and sleepy objects, thereby hope-
fully breaking these into subgroups. We refer to this
as “subgrouping”. Other subgrouping/sleepy object
schemes can be found in [5, 10]. To help objects
settle down and become sleepy faster it intuitively
seems to be a good idea to let the coefficient of resti-
tution fall to zero the more sleepy an object gets,
meaning that sleepy objects are sticky objects. Cur-
rently we set the coefficient of restitution to zero
whenever at least one of the incident objects are
sleepy. We call this “zeroing”. In the same spirit
a linear viscous damping term is added to the mo-
tion of all objects in the simulation, the intention is
to slow down objects making them less willing to
become non-sleepy. We call this heuristic “damp-
ing”. The contact graph is used for the subgrouping
and zeroing by classifying edges dependent on the
sleepy-state of the incident objects.

The last method we have applied consist of setting
the inverse mass and inertia tensor to zero for all
sleepy objects. The main intuition behind this is
to “force” sleepy objects to stay sleepy. We have
named this “fixation”. It has a dramatic impact on
the simulation as seen form the♠-simulation in Fig-
ure 5. Fixation makes only sense when subgrouping
is used otherwise the LCP solver will have to solve
contacts between two fixated objects.

Table 1 contains performance measurements of most

Cache Tweak Reduce Zero Damp Subgroup Fixate Time
♦ + - + - - - - 624.274
♥ - + - - + - - 528.633
♣ + - - - + + - 460.561
♠ + + + - + + + 134.721

Table 1: Comparison of various combinations of
speed-up methods. “+” means enabled, “-” means
disabled. More combinations can be found in[6].

promising combinations of the previously described
heuristics and speedup methods.
Figure 5 shows motion results of the two combina-
tions: ♦ and♠. Here♦ is identical to the brute-
force method. These four combinations:♦, ♥, ♣,
and♠ were picked because they resembles the best
performance. It should be noted the motion diverges
more and more from the brute force method the
more speed ups that are used. Especially♠ is dif-
ferent, during the last seconds objects actually fly up
in the air. Animations of the♦, ♥, ♣, and♠ sim-
ulations are available from corresponding authors
homage. In Figure 6 a comparison is done between
the performance statistics of♣, and♠. The♦ and♥
behave similar to♣ as can be seen in [6]. The plots
of ♣ are similar to Figure 4. The♠, has very differ-
ent plots for the real-life duration and variables per
group plots, these appear to be nearly asymptotically
constant.

Discussion
It is obvious from Table 1 that the prober combi-
nation of the speed ups is capable of producing a
speed up factor of28424

135 ≈ 210. It is difficult to de-
scribe the impact on the resulting motion, however
it is clear that using Contact Graphs, Caching Con-
tact Forces and Sleepy Groups do not alter the me-
chanical system, but the other speed ups presented
change the physical properties and thus the motion
of the objects as can be seen in Figure 5. Especially
the reduction and the subgrouping also with zeroing
and fixation have great impact on the motion.
The tagging of sleepy objects can have a drastic im-
pact on the simulation. As an side effect objects are
sometimes left hanging. For instance in Figure 7
spheres land on top of each other, while the top-most
spheres rumbles off, the bottom-most sphere is kept
in place and prohibited from gaining kinetic energy,
at the end of the simulation a single hanging sleepy
sphere can be seen near the K-letter. We have to be
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(a) ♦

(b) ♠

Figure 5: Motion Results at time 9.20 seconds for♦

and♠.

careful not making general conclusions based on the
measurements in this paper, since only one configu-
ration have been examined.

We can say as much as contact graphs are a valuable
extension to a rigid body simulator, even when not
trading accuracy for performance speed up factor of
order 20-30 is not unlikely, disregarding accuracy
the speed up factor can be increased further by an
order of magnitude.

Better performance is not always achieved by using
more speed ups, in some cases one speed up can-
cels the effect of another. For instance using caching
seems to make tweaking needles. Also speed ups
can alter the motion. Thirdly our experiments indi-
cate that high-performance can be achieved by com-
bining subgrouping and fixation, however from the
motion results it also clear this is a non-trivial task
to embark upon.
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Figure 6: Performance measurements of♣, and♠
from Table 1.
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Figure 7: Figure showing hanging sphere near K-
letter. Frame grab after 9.87 sec. using zeroing,
damping, subgrouping and fixation.

Our numerical experiments clearly indicates that
sleepy objects are a promising strategy, it seems
promising to look into better methods for more
quickly making objects sleepy and stay sleepy. For
instance to pre-process the complementarity formu-
lation with a sequential collision method truncat-
ing impulses, this was used for a sequential impulse
based method in [4].
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Abstract

We present an image-space technique which can detect intersections and self-intersections

among multiple moving and deforming objects. No preprocessing is needed and the shape of the

objects are unconstrained and can be an arbitrarily polygonsoup. Compared to other intersection de-

tection algorithms running on graphics hardware the algorithm only make modest use of bandwith

between the CPU and GPU because no buffer readbacks are necessary.

Keywords: Collision Detection, Image-Space, Graphics Hardware, Self Intersections

Introduction

Efficient collision detection is a fundamental prob-

lem in physical-based simulation, computer anima-

tion, surgery simulators and virtual prototyping and

can often be the bottleneck in the mentioned areas.

For rigid bodies many efficient approaches, based

on pre-computed bounding-volume hierarchies have

been proposed [Hub93, GLM96].

But as deformable objects are becoming normal and

necessary, these hierarchical data structures can not

be precomputed, but must be updated frequently.

Some effort has been given to optimize this update

[LAM01], but it is still expensive to update the hi-

erarchical data structures in dynamic environments.

An even harder problem is posed if self-intersections

in a deforming object must be detected. Use of

bounding-volume hierarchies must be abandoned,

because traversal of the hierarchies will be slow due

to the many overlaps of bounding volumes. For

cloth simulation acceptable solutions has been pro-

posed [VMT00, VT95].

In this paper, an image-space technique for inter-

section detection of arbitrarily shaped, deforming

object is presented. The objects can deform in

any way and both open and closed objects can be

treated. The approach is based on Cullide, presented

in [GRLM03], but in contrast, we address, and solve

the problem of self-intersections.

Compared to previous approaches, our approach is

∗email: meyer@diku.dk
†email: boldt@diku.dk

quite simple and can easily be implemented on com-

modity graphics hardware. As processing power

of graphics hardware grows faster than processing

power of general purpose hardware, our approach

should be able to scale faster than algorithms im-

plemented on standard CPU’s. There is no restric-

tion on the geometry used, except that it should be

triangulated. Neither preprocessing nor hierarchical

structure are necessary for the correctness of the al-

gorithm. However, a hierarchy based on mesh con-

nectivity can improve the algorithm significantly.

The rest of the paper is organized as follows: We

give a description of previous work done on algo-

rithms for detecting self-intersections and intersec-

tions using graphics hardware in Previous Work. We

give an overview of the original Cullide algorithm

in Cullide. We present our modification to Cullide

in Self Intersection. In Precision Issues we discuss

problems with image-space precision and compare

precision of Cullide and the modified version. In Re-

sults, various tests are performed, to rate the perfor-

mance of the modified algorithm. We finish the pa-

per with a conclusion and directions for future work.

Previous Work

In this section we will give a brief review of prior

work on image-space techniques for intersection de-

tection.

An approach to image-space intersection detection

is presented in [BWS99]. The depth layers of two

convex objects are rendered into the depth buffer.
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Any overlaps between the objects is found using the

stencil buffer. The method can only handle convex

objects and do not consider self-intersections. The

main problem is that the stencil buffer must be read

back into main memory and processed.

In [HKL+99], graphics hardware is used to compute

generalized 2D and 3D Voronoi diagrams, which

can be used for proximity queries. For each sam-

ple point, closest site and distance to that site is

computed, using polygon scan-conversion and depth

buffer comparisons. Distance meshes for points,

lines, curves and curved surfaces in 2D and 3D can

be computed.

A specialized approach to intersection detection for

cloth on walking people is presented in [VSC01].

Depth map, normals and velocity for the avatar is

computed in image-space. Intersection detection for

a particle can be done by transforming to image

space and comparing with the depth map. The al-

gorithm relies heavily on buffer read back.

In [HTG04] an image-space technique is used to

compute a layered depth image, which can be

queried for collisions and self-intersections. The

algorithm requires that the geometry is a twofold.

The algorithm is implemented in two versions, on

CPU and in graphics hardware. For small config-

urations the CPU-implementation is most efficient.

For big configurations with up to 500k faces the

GPU-implementation running on graphics hardware

is most efficient. Again, the algorithm relies on

buffer read back.

In [GRLM03], occlusion queries are used to prune a

set of potentially overlapping triangles. No prepro-

cessing is needed and arbitrary polygon soups can

be handled. An advantage is that buffer read backs

are not needed, implying minimal use of bandwidth.

Cullide

In this section we will give an overview of Cullide

as presented in [GRLM03]. An object is defined to

be a collection of one or more triangles. In the fol-

lowing we assume an environment O of n objects

o1,o2, . . . ,on.

In the following, we assume that all objects are di-

vided into some form of hierarchy. We will ignore

the form of the hierarchy because it only influences

performance and not correctness.

Overview

Given a collection of objects, the purpose of a colli-

sion detection algorithm, is commonly to determine

either of the following

• A set of pairs of intersecting triangles.

• A set of pairs of closest features.

Most collision detection algorithms determine either

one or both of the above.

Cullide is different in this aspect, as it does not di-

rectly determine any of the two results mentioned

above. Instead, the algorithm takes as input a set O,

of n objects. The algorithm reduces this set, and re-

turns a new set, called the PCS, potentially colliding

set, which is a subset of the original set.

For clarity, we consider Cullide consisting of two

parts. The first part manages the graphics hardware

and controls what should be sent to it. It also con-

trols the usage of object hierarchies. The second part

is a simple operation, reducePCS, which can be

implemented using graphics hardware. The opera-

tion take as input a set of objects O, and prune some

of the non-intersecting objects away. The operation

does not guarantee that all non-intersecting objects

will be removed, but it does guarantee that no inter-

secting objects will be pruned from the set.

The reducePCS operation can be considered a

primitive operation - There are few variations on to

how it can be implemented. The performance of the

algorithm depends primarily on the first part of the

algorithm - we can not improve reducePCS, be-

cause it depends solely on the performance of the

graphics hardware.

Part 1: Usage of the object hierarchies

The usage of the hierarchies can be relatively sim-

ple. We start by running reducePCS at the object

level, pruning non-intersecting objects. We then re-

place all the non-leaf objects in the PCS, with their

children and repeat the operation. The algorithm is

finished once the PCS is empty or all the objects in

the PCS are leaf nodes. The following pseudo code

describes the algorithm:

Part 2: The reducePCS operation

The reducePCS operation is implemented on

graphics hardware using occlusion queries, see
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cullide( Objects )

PCS = Objects

do

PCS = reducePCS( PCS )

for each node in PCS

if !is_leaf( node )

PCS.remove( node )

PCS.insert( node.children )

while has_non_leaf_nodes( PCS )

return PCS

Figure 1: A basic version of Cullide.

[GRLM03] for elaboration of the details.

The visibility information gained from occlusion

queries is used to prune objects from the PCS. If all

fragments pass the depth test, when rendering an ob-

ject, the object is said to be fully visible, with respect

to the set of objects already rendered to the depth

buffer. Thus we get the first lemma:

Lemma 1. If all fragments generated, when render-

ing an object, pass the depth test, the object is fully

visible. When an object is fully visible, the object

does not intersect with any of the objects already

rendered to the depth buffer.

The proof is trivial. If there is an intersection with

any of the objects already rendered, the intersection

will cause some of the pixels to fail the depth test.

An object can be pruned from the PCS if it is deter-

mined that the object is fully visible, with respect to

all other objects in the set. A naive approach to using

the algorithm would require rendering each object n

times, thus yielding a time complexity proportional

to O(n2). The solution to the problem lies in the

following lemma

Lemma 2. Given a set, O, of objects o1,o2 . . .on.

The object ok , k ∈ [1,n] is fully visible with re-

spect to O \ ok, iff it is fully visible with respect

to O′

k = o1...ok−1 and fully visible with respect to

O′′

k = ok+1...on.

Again, the proof is trivial. If ok is fully visible to

both O′

k and O′′

k , it must be fully visible to the union

of the two sets, O \ ok.

Using lemma 2, we see that the two subproblems

exhibits an optimal substructure. That is, when

testing object ok, against the set O′

k, we note that

O′

k = O′

k−1 ∪ {ok−1}. Thus we can reuse the ren-

dered data. Likewise for O′′

k .

To take advantage of this, we first test all objects

against their respective O′

k, and then test all ob-

jects against their O′′

k . The effect of this, is that the

running time of the algorithm is reduced to O(n).
Pseudo code for the reducePCS algorithm is given

in figure 2.

reducePCS( Objects )

ClearDepthBuffer()

for each object in Objects

DepthTest( GREATER_EQUAL )

DepthMask( FALSE )

BeginOcclusionQuery()

object.render()

object.fullyvisible =

EndOcclusionQuery() == 0

DepthTest( LESS )

DepthMask( TRUE )

object.render()

reverse( Objects )

ClearDepthBuffer()

for each object in Objects

DepthTest( GREATER_EQUAL )

DepthMask( FALSE )

BeginOcclusionQuery()

object.render()

object.fullyvisible =

EndOcclusionQuery() == 0

&& object.fullyvisible

DepthTest( LESS )

DepthMask( TRUE )

object.render()

remove_fully_visible( Objects )

return Objects

Figure 2: Pseudo code for reducePCS. As

EndOcclusionQuery() returns the number of

fragments passing the inverted depth test, a object is

fully visible with respect to the objects rendered into

the depth buffer if this query returns 0.

Self-intersections

A drawback of Cullide, is that the algorithm is un-

able to detect self-intersections. This is due to the

construction of the reducePCS operation where

object ok only are tested for intersection against the

other n− 1 objects. So when we remove an object

from the PCS, we know that it does not intersect
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with other objects, but we do not know if any self-

intersection exists in the removed object. In the fol-

lowing we will explain how to modify Cullide such

that the algorithm becomes capable of detecting self-

intersections.

Algorithm

A simple idea, would be to test the object against it-

self, while testing against either O′

k or O′′

k . This is not

immediately possible, since the depth test function is

less than. If we render an object to the depth buffer,

and then render it again, doing an occlusion query, it

will fail no matter what, since none of the fragments

will generate lesser depth values. This happens be-

cause we submit the same object twice - during the

second pass, the rasterizer will generate exactly the

same fragments.

This can easily be remedied, by changing the func-

tion to less than or equal. This ensures that some of

the fragments will pass the depth test. We thus have

an opportunity to prune away subparts of the object.

Faces closest to the viewer will be prune able. Faces

obscured, fully or partially, by other faces can not be

pruned before the faces in front of them are pruned.

In order to see how we detect self-intersections, we

must consider the objects visibility as a whole. We

describe this visibility with reference to the object

itself as self-visibility. The following definition for-

malizes it:

Definition 3. An object is fully self-visible, if all

fragments generated by rendering the object to a

depth buffer in which the object has already been

rendered, pass the modified depth test.

The crucial observation, is similar to what appeared

in the original Cullide algorithm - Fully visibility

means no intersections. We restate it regarding self-

intersections and self-visibility:

Lemma 4. An object which is fully self-visible never

has any self-intersections.

The proof of this lemma is obvious. If an object is

fully self-visible all fragments generated can be seen

if we look in the direction of projection. A neces-

sary condition for self-intersection is that a fragment

generated must be hidden behind another fragment.

Therefore we conclude that no self-intersection can

exist. Notice that the lemma above is vague - fully

reducePCS( Objects )

ClearDepthBuffer()

for each object in Objects

DepthMask( TRUE )

DepthTest( LESS )

object.render()

DepthMask( FALSE )

DepthTest( GREATER )

BeginOcclusionQuery()

object.render()

object.visible =

EndOcclusionQuery() == 0

reverse( Objects )

ClearDepthBuffer()

for each object in Objects

DepthMask( FALSE )

DepthTest( GREATER )

BeginOcclusionQuery()

object.render()

object.visible =

EndOcclusionQuery() == 0

&& object.visible

DepthMask( TRUE )

DepthTest( LESS )

object.render()

remove_fully_visible( Objects )

return Objects

Figure 3: Our modified version of reducePCS

where objects containing self-intersection are not

pruned from the PCS.

self-visibility implies no self-intersections, but ob-

jects that are not fully self-visible are not necessarily

self-intersecting.

We need to expand our rule to sub-objects, oth-

erwise, we will be unable to prune many objects.

The following lemma describes self-visibility recur-

sively, as a function of the self-visibility of the sub-

objects. This allows recursive testing, and pruning

objects by the use of their hierarchies.

Lemma 5. An object is fully self-visible, if all its

sub-objects are fully self-visible and fully visible

with reference to all other sub-objects.

Again, the proof is trivial. If an sub-object does not

intersect with any other sub-object, and neither in-

tersects with itself, it can not be part of any self-

intersection. If this applies for all sub-objects, the
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object can not contain any self-intersections.

Turning back to the original version of reducePCS

(Fig. 1), we can see that it does already test all sub-

objects for visibility against each other - We must

therefore modify it to test against itself.

By changing the depth function and adding a test

against the object itself, while testing against O′

k, we

get a modified version of reducePCS, which does

not prune self-intersecting objects. This is the only

change necessary, to enable Cullide to handle self-

intersections. The modified version is shown in fig-

ure 3.

Drawbacks

There are drawbacks to the method. The first comes

from the change of depth function. The original

Cullide algorithm was able to detect contacts. Our

method can not do this, but is limited to detecting

penetrations. This limits our method to detecting

penetrations. We do not believe that it will be a

problem. The primary reason is, that there are no

way of distinguishing between contacts and pene-

trations. If an algorithm is to use our method (or

the original Cullide), it would have to utilize some

algorithm to distinguish between faces penetrating,

and faces in contact. Further, when detecting con-

tacts, algorithms provide some means to set a min-

imum detection distance, a collision envelope, such

that all primitives closer than this minimum distance

are treated as contacts. This is not possible with Cul-

lide either, but it is implicitly set, by the precision of

the depth buffer and the resolution of the screen.

Another drawback appears when considering closed

objects. It should be obvious, that all closed ob-

jects will not be fully visible with respect to them-

selves - Some object parts are bound to obscure

other parts. Thus they are guaranteed to stay in the

PCS. This does not affect the correctness of the al-

gorithm, since the algorithm descends to the lower

levels of the hierarchy of the object, and prunes on

the lower levels of the objects.

Precision Issues

In order to correctly utilize the algorithm, it is nec-

essary to understand the implications of using the

graphics hardware. In this section we will shortly

explain what has an effect on the precision of the al-

gorithm. The discussion will generally apply to the

2
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(a) depth value rounding

A

B

C

P2
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P2
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(b) rasterization

Figure 4: Difference in precision between Cullide

and our method

original Cullide and our version, and we will men-

tion when they differ.

The algorithm can be considered as a hardware ac-

celerated discrete approach to a brute force solution.

Thus the precision issues with the algorithm occurs

when transforming our exactly formulated problem

into a discrete one. This happens when using the

rasterizer of the graphics hardware.

The first problem is regarding the rounding of the

values used in the depth buffer. Here our approach

differs from Cullide. In Cullide, the strict less than

test ensures that if two polygons map to the same

depth, they will generate an intersection. Since

our method changes the depth test function, it re-

quires objects to penetrate by a certain amount, be-

fore the depth test will ensure detection of intersec-

tions. Given an orthographic projection with clip-

ping planes given by near, f ar, f ar > near, and a

depth buffer with n bits of precision, they need to

penetrate by at least

f ar−near

2n

to guarantee detection.

In figure 4(a), three different cases of overlap in

depth values are illustrated. The vertical lines

indicate where the rounded value changes. There is

no overlap in A, and penetration on both B and C.
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Figure 5: This figure shows our deformed Stanford

bunny. The intersecting triangles are shown with

green.

Cullide detects an intersection in all three cases.

Our algorithm only detects an intersection in case

C.

The second problems is regarding to the rasterizer.

The general rule that rasterizers follows, is to fill

only pixels having centers completely inside the

triangle being rendered. This has the effect, that

triangles can overlap in screen-space, without

actually filling the same pixels. The bound for this

overlap is, given a screen with a pixel of size

width×height,
√

width2 +height2.

Figure 4(b), shows 12 pixels of the screen that we

render three cases to, here illustrating the problems

with the resolution of the screen. The dots mark the

center of the pixels. In all three cases, the triangles

intersect. In case A, neither Cullide or our method

will detect an intersection. In case B, Cullide will

detect an intersection iff the triangles depth values

at P1 are rounded to the same value. Our method

will not detect an intersection in case B. In case C

Cullide will always detect an intersection, our

method will detect one if the distance between the

depth of the fragments at P1 and P2 are at least
f ar−near

2n
.

Given a triangle, we observe, that the closer the

normal of the triangle is to being perpendicular to

the direction of projection, the smaller will the

projected triangle be. In fact, a triangle with normal

perpendicular to the direction of the projection

Figure 6: This figure shows our intersecting cows.

The intersecting triangles are shown with green.

should not generate any pixels at all. This does

unfortunately cause erroneous pruning of triangles.

Results

We have implemented our system on a 2.8 GHz

Pentium 4 with a GeForceFX 5900 Ultra graphics

card. We have tested our implementation, using

modified meshes from [Bra], in the following

environments:

• A deformed Stanford Bunny with a single

intersection area. We have tested with

triangles count from 5000 triangles to 270000

triangles. We are able to prune these models in

20 to 600 ms. The model is shown in figure 5.

• Two cows combined to one object such that

many self-intersections exists. We have tested

with triangle count from 3000 to 270000

triangles. We are able to prune this model in

approximately 35 ms to 1000 ms. The model

is shown in figure 6.

A comparison of pruning times is presented in

figure 7. This is done at a resolution of 500x500. It

can be seen that it is significantly faster to prune the

bunny compared to the cow. This is caused by the

large amount of self-intersections in the cow, which

make the algorithm descend deeply into the

hierarchy.
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Figure 7: A comparison of pruning time for bunny

and cow with varying triangle count. The peak for

the cow is due to an extra number of passes required

to prune the PCS compared to other instances of this

model.

In figure 8 we have compared pruning time with

triangles rendered for each pass of a single collision

query on the cow and bunny. A pass includes

several calls to reducePCS with different

direction of projections. In figure 9 we compare the

relative performances of the two collision queries

on the cow respectively the bunny. For the cow

approximately 40% of the used time, is spent

pruning 2-3% of the pruned triangles. The same

tendency is exhibited with the bunny.

Performance Analysis

From the test results we can conclude that the

performance of the algorithm depends on triangle

count, number of occlusion queries, and number of

intersections. Another important observation, we

made during development of the modified Cullide

is the importance of the hierarchy. Initially we used

a randomly built hierarchy, which performed

poorly. Instead we used a hierarchy built on mesh

connectivity, which improved performance

significantly. All of the tests are based on

hierarchies built this way.

Conclusion and further work

We have presented Cullide, and shown how to

augment it, to handle self-intersections.
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Figure 8: The time used and triangles rendered is

plotted, for each pass, for the bunny with 5000 tri-

angles. The used time and number of triangles ren-

dered does not necessarily depend linearly on each

other, because the number of occlusion queries dif-

fer in the passes.

The modified Cullide seems reasonably easy to

implement, but this is not the case if performance is

of importance. To maximize performance of the

modified Cullide clever strategies for rendering and

construction of hierarchies must be made.

Performance wise many things could be done.

Systematic methods for finding the best direction of

projection could be based on assumptions of

temporal coherence or object orientation. A

heuristic for finding the time, at which pruning

should be turned to the CPU can improve the

algorithm.

Decomposition of objects affects the performance

of the presented algorithm significantly and

therefore different strategies for decomposition of

objects could be examined. This could also be

examined in the context of deformable objects

where deformations can affect the decomposition.

Regarding the precision issues, some work is

necessary to make the algorithm stable, and to

ensure that no intersecting triangles can be pruned.

Testing how close a triangles normal is to being

perpendicular to the direction of projection, could

be used to estimating which triangles that are too

small to be pruned. This is definitely possible, but

we believe it will be hard to implement on current

graphics hardware, without imposing some
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Figure 9: A comparison of the relative pruning per-

formance for a occlusion query on the cow and

bunny. On the x-axis the accumulated percentage

of triangles pruned can be read, while the percent-

age of the accumulated used time can be read from

the y-axis. The starting point of the lines denote the

percentage of triangles pruned in first pass.

restrictions to the layout of the triangles. Future

graphics hardware is very likely to provide

capabilities, allowing the process to be fully

automated.
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Abstract

Animating physically realistic human characters is challenging, since human observers are
highly tuned to recognize human cues such as emotion and gender from motion patterns. Any new
effort towards improving the physical realism of animating the human body is therefore valuable
both for application and research purposes.
The main contribution of this paper is a new model firmly based on biomechanics. The new model
has been developed to animate some basic steps of ballet dancers, and it is supported by com-
puter simulated experiments showing good agreement with biomechanical measurements of real-life
dancers.
Keywords: Biomechanics, Balance Strategy, Weight shift strategy, Control Mechanism.

Nomenclature
The following symbols are used in this paper:

τ Joint torque
θ ,∆θ Joint angle and angular update
ks,kd Spring constancts
~ri Position of body parti
~rcm,~rcp Position of center of mass and pressure
mi,M Mass of body parti and total mass
p j Contact point
n j Normal force atp j
~f j Contact force atp j

Introduction
A long term goal of computer graphics is to increase
realism and believability into computer generated
animations and pictures [1, 31, 18, 5, 37, 4]. With
improved rendering techniques, the lack of physical
realism and believability is becoming increasingly
obvious and annoying to the common observer, and
one accompanying long term goal in animation is to
increase physical realism by using physics to model
plausible behavior and movement of computer mod-
els. This known as physics-based animation.
Physics-based animation is a highly interdisci-

∗Corresponding author. E-mail: sporring@diku.dk, phone:
+45 3532 1469

plinary field, based on engineering, physics, and
mathematics [42, 36, 3]. Most noticeable is simula-
tion models based on traditional engineering meth-
ods used in robotics and construction [9, 14], where
forward dynamics is the most popular technique.

In an animated movie it is generally believed that
relying 100% on physical principles inhibits the cre-
ativity and aesthetics of an animator, and animators
typically work using the “Principles of Animation”
[25, 15] such as follow through and exaggeration of
the motion, to convey the emotions of a character.
The implication is that characters may be put in un-
natural poses leading to penetrations and cloth tan-
gling.

In recent years the emphasis on physics-based an-
imation have given rise to a new field, “plausible
simulation” [6], where new techniques have been
proposed, such as sampling the entire range of pos-
sible simulations using forward dynamics [19] and
optimization of physical constraints [45, 39, 38,
12]. However, animating physically realistic human
characters has proven to be very challenging, since
human observers are fine tuned to recognize human
cues from motion patterns. This is in contrast to the
mathematical complexity of simulating natural tur-
bulent phenomena like water and smoke.

This paper studies biomechanical and ballet inspired
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(a) (b) (c)

Figure 1: Three ballet poses: (a) First, (b) Second,
and (c) Fifth. The feet are positioned in the frontal
planed in all poses.

balance and weight shifting strategies. Ballet is a
balance art and is a prime focus for learning about
human balance and weight shifting strategies. This
paper is based on the master thesis by N.N. [35],
where an articulated figure is modeled to perform
some basic balances and movements of a ballet
dancers. N.N. has combined a bachelor in music
and dance with ballet dancing and a master degree
in computer science.
The articulated figure is initiated from one of the
standard poses in quiet standing shown in Figure 1,
and the weight shifting strategies used to obtain a
quiet standing on one toe will be described. The
four sub-goals are shown in Figure 2: Balancing
on two legs, weight shift to the supporting leg, bal-
ancing on one leg, and balancing on the toe of one
leg. The new model is firmly based on biomechan-
ics and is supported by computer simulated experi-
ments showing good agreement with biomechanical
measurements of real-life dancers.

Survey of past work

The study of balance has been performed in at
least three seperate areas of research: Biomechanics,
Robotics, and Animation. We will in the following
highligt some research from these areas.

Biomechanics and the study of ballet: Ballet is
an art-form, where balance plays a central role.
Classical ballet techniques are throughly described
in the literature, see e.g. [17, 43]. Biomechanical
studies of ballet has mainly been studied through in-
jury cases, e.g. [13]. The most common biomechan-
ical investigations into balancing of the human body

(a) (b)

(c) (d)

Figure 2: Shifting the weight from both legs in first
pose (a) to the left leg (b), to a one-legged stand (c),
and finally to a one-toed (d) quiet standing.

is through the inverted pendulum model [28]. Em-
pirical investigations have shown that the velocity of
center of mass plays a role in balancing [44]. Empir-
ical studies on real humans have been performed on
balancing of humans versus the position of the cen-
ter of mass [34]. Weight shifts have been measured
using a force-platform [32, 33]. Finally, a thorough
measurement of the properties of mass and inertia of
human body parts may be found in [10].

Robotics: An early work on balancing robots may
be found in [41]. Weight shift strategies for walking
are often performed through dynamic walking ma-
chines, where there is more or less degree of control
involved in the walking cycle [29, 24, 40]. Recently,
a number of spectacular and stable humanoid robots
have been produced starting with the Honda robot
[22]. Especially in relation to our work, the center
of pressure has recently been introduced as a stable
control mechanism for balancing robots [21, 20].

Animation: A very early mentioning of simulated
human motion is given in [2], and early implementa-
tions may be found in [16, 30]. The implementation
of dancing models is only scarcely discussed in the
literature, however one exception is [8]. A major in-

324

SIMS 45

Proceedings of SIMS 2004
Copenhagen, Denmark, September 23–24, 2004

www.scansims.org



Figure 3: Sagittal, Transverse, and Frontal planes
and Medial, Longitudinal and Anterior axis.

spiration for our work has been [26, 46], where cen-
ter of mass is used to control the balance and motion
of a humanoid model of varying complexity. Alter-
native to center of mass strategies are inverse kine-
matics e.g. [27], energy models e.g. [7], and learning
approaches e.g. [11].

The Biomechanics of Quiet Standing
A human in quiet standing may be modeled by an ar-
ticulated figure [26, 46] consisting of a set joints and
a set of links representing body parts. The set of pos-
sible joints consist of revolute (1 Degree of Freedom
(DOF)), universal (2 DOF), and ball-and-socket (3
DOF) joints. In this work, we have used Wooten’s
model [46], which contains 28 DOFs, and uses real
measurements of the mass,mi, center of mass,~ri,
and moments of inertial of all the body parts [10].
The ankle and hip joints is of particular importance
for this paper, and they are modeled by an universal
joint and a ball-and-socket joint respectively.
Traditionally in biomechanics and anatomy, motion
and orientation are described in three planes: The
Sagittal (x-axis), the Transverse (y-axis) and the
Frontal (z-axis) plane. These planes are illustrated
in Figure 3. Measurements of angles and positions
are traditionally also performed in these planes [32]
by projection onto the respective planes and axes.
Typical projections are: The position of the center
of mass, the position of the center of pressure, angle
of joints, and the direction of gravity. Although it
seems needlessly complicated to work with the pro-
jections rather than the underlying 3D geometry, it
allows for comparison with the substantial biome-
chanical literature.
Muscles are used to move and sustain posture of the

human skeleton, and our articulated figure is supple-
mented by an actuator system, which applies joint
torques according to a simple damped angular spring
model,

τ = kmuscle
s

(

θ target−θcurrent
)

−kmuscle
d θ̇current.

(1)
In the equation,τ is the length of the torque vec-
tor, θ target and θcurrent are target and current an-
gles, θ̇current is the current velocity of the angle,
andkmuscle

s andkmuscle
d are spring and damping con-

stants.
A balance control strategy is a function that deter-
mine updates,∆θ ’s, based on the current state of the
articulated figure,θcurrent’s, such that the model will
converge towards a desired state of quiet balance.
I.e. the strategy iteratively determines new parame-
ter values,θnew’s as,

θnew
= θcurrent

+∆θ . (2)

In the rest of this article, it will be assumed that the
model is placed on a planar floor, and the contact
between the floor and the feet is represented by a set
of coplanar contact points,~p j. The support polygon
is defined as the 2D convex hull of all the contact
points. The center of mass is of the human model is
defined as

~rcm =
1
M

N

∑
i

mi~ri, (3)

whereM = ∑N
i mi is the total mass,N is the num-

ber of body parts in the model,mi is the individual
weights of the body parts, andri are their locations.
Note that center of mass is not fixed w.r.t. any lo-
cation of the body during motion of the individual
body parts. The center of pressure is defined as

~rcp =
1
||~n||

K

∑
j

||~n j||~p j, (4)

where~n = ∑K
j ~n j is the total normal force acting on

the human model,~n j is the normal force applied to
the human model at thej’th contact point~p j, andK
is the number of contact points.
For simplicity, a spring model for the floor contact
forces is used, where the contact force of thej’th
contact is

~f j = kcontact
s

(

~p initial
j −~p j

)

− kcontact
d ~̇p j. (5)
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Figure 4: Illustration of biomechanical definitions:
Center of mass, center of pressure, support polygon
and line of gravity

In the equation,~p initial
j is the initial point of contact,

~p j is the current contact point,̇~p j is the velocity of
the current contact point, andkcontact

s andkcontact
d are

spring and damping constants. The vector,~n j, is cal-
culated as the projection of~f j onto the contact nor-
mal of the floor, and the tangential part is a simple
model of frictional force.

Contact forces can only be repulsive, and attractive
contact forces,f j, are therefore set to zero. Slip-
ping is obtained by setting~p initial

j equal to~p j, when
the magnitude of the tangential force component ex-
ceed a multiple of the magnitude of the normal force
component,||~ffriction|| ≤ −µ||~n||.

The line of gravity is defined as the line going from
the center of mass to the ground in the direction of
the gravitational field. The point of intersection be-
tween the line of gravity and the floor is referred to
as the projection of the center of mass. These con-
cepts are illustrated in Figure 4.

Balance is defined as an objects ability to main-
tain quiet standing, where quiet standing is the state,
where the projection of the center of mass is kept
within the support polygon [23, 26, 46]. The impli-
cation is that the greater support polygon, the lower
center of mass, the more stable the balance and vice
versa. The human body has a highly placed center
of mass over a rather small support polygon, and as
such the human body behaves as an inverted pendu-
lum.

In the remainder of this paper, control strategies for
maintaining quiet standing and moving an articu-
lated figure from one pose of quiet standing to an-
other will be discussed.

Balance Strategies: Mass Center ver-
sus Pressure Center
In the following, two strategies for balance will be
compared: The center of mass strategy and the cen-
ter of pressure strategy. The analysis are done on an
articulated figure based on [46] standing with paral-
lel feet. The balance is controlled by the ankle and
hip joint and only in Sagittal plane in agreement with
[44].
The center of mass strategy is the traditional balance
strategy, where the angular change is controlled as a
function of the projection of the center of mass onto
the support plane [26, 46]:

∆θ = kcm
s

(

rcurrent
cm − r

target
cm

)

− kcm
d vcm, (6)

where∆θ is the angular change of the ankle in the
Sagittal plane,rcurrent

cm andrtarget
cm are the projections

of the current and target positions of the center of
mass onto the anterior axis,vcm, is the velocity vec-
tor of the center of mass projected onto the anterior
axis, andkcm

s andkcm
d are control parameters.

In the center of pressure strategy, the model uses the
center of pressure to control the center of mass, and
when the positions are right above each other the
pendulum is in perfect balance. The goal of this
strategy is therefore to calculate a desired position
of the center of pressure, and use this for controlling
the muscles.

∆rcp = kcm
s

(

rcurrent
cm − r

target
cm

)

− kcm
d vcm,(7)

r
target
cp = ∆rcp+ rcm, (8)

∆θ = k
cp
s

(

rcurrent
cp − r

target
cp

)

− k
cp
d vcp,(9)

where∆rcp is the positional change of the projec-
tion of the center of pressure onto the anterior axis,
rcurrent
cp andrtarget

cp are the projections of the current
and target positions of the center of projection onto
the anterior axis, andkcp

s andkcp
d are control param-

eters.
In Figure 5 the dynamics of the projected center
of mass and the center of pressure on the anterior
axis is shown. The model manages to balance using
both strategies, but the center of pressure strategy re-
quires only approximately 1.5 sec., while the center
of mass strategy requires almost 10 sec.. In addition,
the center of pressure strategy also has the smallest
amplitude of the oscillations of the center of pres-
sure, which means that it has the best control over
the contact with the ground.
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(a)

(b)

Figure 5: Comparison of the dynamics of the ankle
for the two strategies: (a) Center of mass strategy
and (b) Center of pressure strategy. Motion is re-
stricted to the Sagittal plane.

Dynamics of a Ballet Dancer

Quiet standing on the toe of one leg is central in all
ballet training. This is demanding, since the dancer
has to balance on a very small support polygon while
at the same time looking at ease. Both in quiet bal-
ance and in most of the basic ballet exercises, the
legs are strictly separated into the working leg (do-
ing the exercise) and the supporting leg. Shifting
the weight between the legs is therefore an important
task, and it should preferably be done without draw-
ing the attention of the audience. In [35], strategies
for obtaining a balance on the left leg with the right
foot by the left knee were developed as illustrated
in Figure 2. This pose is used, when dancers turn
in a pirouette, and it is perhaps the most basic of all
balances in ballet training.

Figure 6: A rotation in the ankles with straight legs
implies a rotation in the hip, and a rotation in the
spine is required in order to keep the upper body ver-
tical.

Weight Shifting Strategies

The weight shifting strategy described in the follow-
ing was inspired by the analysis of real dancers pre-
sented in the literature [32], where it was shown that
changes in angles in the hips and ankles are nearly
identical during weight shift, and that the center of
pressure start moving towards the working leg and
end up being on the supporting leg. The movement
of the center of pressure was tested on the articulated
figure for the shifting of the weight in the frontal
plane from a position between the feet to the left
foot as shown in Figures 2(a)-2(b), and the center of
pressure strategy showed good agreement with the
measurements on real dancers.

To shift the weight, the left ankle was designated to
be the controlling joint using (9), while the remain-
ing joints were used to keep balance and to control
the position of the upper body. Keeping the right
foot flat on the ground, the angular changes in the
right ankle and the hips are calculated from the an-
gular change in the left ankle.

Ballet aesthetics requires that the upper body is kept
parallel to the line of gravity during a weight shift in
the frontal plane with both feet fixed on the floor. It
has been claimed [32] that dancers keep their upper
body vertical by a counter rotation in the hip joints,
however this is only physically possible when the
legs are parallel as illustrated in Figure 6. Ballet
dancers compensate for the hip rotation by a counter
rotation in the lumbar region of the lower back [17],
and therefore a control function in the spine is re-
quired. Dancers control the body center by the stom-
ach muscles, and experience [35] has shown that
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these stomach muscles are extremely important for
aesthetic motion of the articulated figure, thus a con-
trol function in the pelvis is used to inhibit rota-
tion in the Sagittal plane. Both control functions are
modeled using a spring law similar to (1).
The final weight shift of the articulated figure is
shown in Figure 2. The resulting articulated figure
agrees with measurements performed on real bal-
let dances [32] as follows: The measured angles
in quiet standing are identical, and at initial weight
shift, the center of pressure starts to move towards
the right foot and ends in a position on the left foot
as seen in Figure 5(b).

Movement to Quiet Standing on One Toe

The final movements to obtain a one-toed quiet
standing is achieved by lifting the non-supporting
leg, and shifting from a foot stand to a toe stand.
See Figure 2. It is not difficult to raise the leg, how-
ever the major challenge is to keep balance on a very
small support polygon.
Two strategies have been developed: A strategy for
raising the right leg, and a strategy for making a
weight shift to the toe. Similarly to the weight shift-
ing balance strategy, both are based on the center of
pressure strategy.
To raise the leg, the left ankle is kept as the control-
ling joint, and the center of pressure strategy is used
to keep the balance on the center of the left foot. To
shift the weight to one toe, the center of pressure
strategy is used in two steps: Firstly, for the control-
ling ankle joint, and secondly to control the toe joint,
when the ankle has been straightened.
Lifting the right leg to an aesthetically pleasing pose
is performed using a spring law. Both the lifting of
the leg and the shifting of the weight to the toe pro-
duces a motion of the center of mass, and the left
hip is used to maintain balance by (6). The spine
and pelvis are controlled as explained in the previ-
ous section. The analysis of the results shows a mo-
tion of the center of pressure, which is not entirely in
agreement with measurements on real dances [32].

Discussion
This paper has compared two strategies for an ar-
ticulated figure in quiet standing: Center of mass
and center of pressure. It has been demonstrated

that controlling balance using the center of pres-
sure is the fastest strategy and is also in best agree-
ment with biomechanical measurements on ballet
dancers. From a ballet point of view, controlling the
center of pressure is a way of controlling the con-
tact of the feet with the ground. Ballet-dancers are
very much aware of the relation between their feet
and the ground, since it strongly influences their bal-
ance, their stance, and the audience’s impression of
the dancer’s body. A ballet dancer must have a light
impression.
Further in contrast to some speculations in the liter-
ature, the model presented in this paper has shown
that it is most natural to use the ankles and not the
hip joints for balance control.
Using spring laws for modeling actuator forces and
contact forces are attractive due to their simplicity
although they require a lot of parameter tuning in
practice.
Balance and weight shifting are the most basic tech-
niques learnt in ballet. Future steps in our research
will be to develop strategies for exercises on one leg.
However, it remains to be demonstrated that a small
collection of motion strategies are sufficient to sim-
ulate the physical motion of human beings. It is our
belief that this is the case.
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Abstract
Based on earlier presented solvers for the incompressible Navier-Stokes equations, we implement a
3D fluid solver. The solver works in a few simple steps implemented in fragment shaders running
entirely on theGraphic Processing Unit(GPU) of a modern graphics card. We present a simple
visualization approach for rendering high-quality smoke animations in real-time. Finally, to handle
interaction between fluid and stationary objects, we present a simple method for setting boundary
conditions.
Keywords:Fluid dynamics, Navier-Stokes, Real-time, GPU.

Nomenclature
d Density field
f Force field
h Spatial discretization
N Vorticity location field
p Pressure field
T Temperature field
T0 Mean temperature
t Time
u Velocity field
β Thermal expansion coefficient
ε Vorticity confinement control factor
η Gradient field of vorticity magnitude
ω Vorticity
∇ Gradient operator∇ = ( ∂

∂x,
∂
∂y,

∂
∂z)

ν Kinematic viscosity
ρ Density

Introduction
With the increase of computational power in stan-
dard home computers, more and more physical
simulation is put into computer games. Recently,
a quantum leap in computational power has been
made with the introduction of the programmable
GPU, available on modern graphics adapters. This
has lead to higher quality in game graphics, and
developers have started to use the GPU for non-
graphics computations. This leap will believably
open for more advanced effects in upcoming game

titles.
Over the past years, a lot of the focus in game de-
velopment has been dedicated to the simulation of
rigid body physics. We believe that one of the new
features which will show up in computer games in
near future is the simulation of fluid dynamics.
To encourage this, we describe a simple method for
achieving real-time animated 3D smoke.

Previous Work
The motion of a non-turbulent, viscous fluid is mod-
eled by theincompressible Navier-Stokes equations

∂u
∂ t

= −(u · ∇ )u+ν ∇ 2u−
1
ρ

∇ p+ f (1)

∇ ·u = 0 (2)

where (1) describe the change in the fluid velocity,
and (2) enforces conservation of mass.
Numerical methods for solving these equations have
been researched extensively during the last decade,
and today very realistic fluid animations can be gen-
erated off-line. Recent years, efforts have been made
to take the methods for solving these equations to the
next level: Real-time simulation.
One of the first methods for simulating the full 3D
Navier-Stokes equations for the purpose of Com-
puter Graphics, is presented in [4]. The terms of the
equations are solved step by step, using a first order
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central differencing approach. The velocity is made
divergence-free, by solving the pressure term iter-
atively, using aSuccessive Over-Relaxation(SOR)
method [2]. Because the solver in [4] is based on
explicit methods the solver is only stable for small
time-steps.
In [8], the first step towards real-time simulation is
taken by making the solver unconditionally stable.
The advection term,(u · ∇ )u, is solved using asemi-
Lagrangian integration scheme, where points are
traced backwards to find advected velocities. Dif-
fusion, described by the termν ∇ 2u, is solved im-
plicitly using a multigrid method [1]. To remove di-
vergence from the velocity field, a pressure field is
computed by solving the Poisson equation

∇ 2p = −∇ ·u (3)

also using a multigrid method. The pressure gradi-
ent is then used to adjust the velocity fieldu by

ũ = u− ∇ p (4)

producing the divergence-free velocity fieldũ.
In [3], the method from [8] is refined for the spe-
cial case of simulating smoke. The diffusion term is
neglected based on the assumption that the effect of
diffusion is damped out, because of the low viscos-
ity of air and the coarseness of the simulation grid.
To make up for some of the small-scale detail thus
missing, a vorticity confinement force [10]

fvc = h ε(N×ω) (5)

is introduced, where

ω = ∇ ×u (6)

and
N =

η

|η |
, η = ∇ |ω| (7)

This adds a swirling behavior, which looks very nat-
ural for smoke. Derived from [5] a simple thermal
buoyancy force, given by

fT = β (T −T0) · (0,1,0)T (8)

is also added, enabling various temperature effects,
such as radiators causing the air to rise.
In [9], a simple, easy implementable solver is pre-
sented, based on the method from [8]. The multigrid
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Figure 1: Flat 3D texture – the slices of a 3D field is
laid out as tiles in a 2D texture. This figure is copied
from [6].

method is replaced with the much simpler Gauss-
Seidel method [1]. The entire solver consists of ap-
proximately 100 lines of C-code, and is thus pre-
sented directly in the paper.
Although this method is very efficient, software im-
plementations are still not quite fast enough for
real-time simulations in 3D. In [6], a method for
simulating clouds is implemented using fragment
shaders, running entirely on a GPU. To do this,
3D vector fields are represented asflat 3D textures,
see Figure 1. Because of the inability of fragment
shaders to read and write the same memory, the
Gauss-Seidel approach of [9] is replaced with a vari-
ant of the Jacobi method, calledRed-Black Gauss-
Seidel[1]. Due to the power of the GPU, this simu-
lation runs at interactive rates.

The Method
As in [8], we solve the Navier-Stokes equations in
two steps. The first step updates the velocity field
according to (1). This leads to a non-conserving ve-
locity field. In the second step, we remove diver-
gence, producing a mass-conserving velocity field
upholding (2).

Updating Velocity

Advection of the velocity is solved using the semi-
Lagrangian advection scheme presented in [8]. This
method is stable for large time steps, which is crucial
to our real-time simulation.
Following the method from [3] we neglect the dif-
fusion term. Since the kinematic viscosity of air
is very small, the effects of diffusion are assum-
ably damped out by the numerical dissipation of our
coarse grid.
Having left out the diffusion term, we adopt the
vorticity confinement force, described in [3]. This

332

SIMS 45

Proceedings of SIMS 2004
Copenhagen, Denmark, September 23–24, 2004

www.scansims.org



makes up for the small-scale detail in the velocity
field that is dissipated by our coarse grid, and adds
natural looking swirls to our smoke.
To easily interact with the smoke, we also include
the addition of an external force field, which can re-
spond to any user action.
Finally, we add a thermal buoyancy force, as de-
scribed in [3], to be able to simulate various
temperature-related effects.

Removing Divergence

As in [9], the divergence is removed in three sim-
ple steps. First the divergence is computed. Then
we compute the pressure field by solving (3) iter-
atively. Following [6], we use the simple iterative
Jacobi method [1], which, opposed to the Gauss-
Seidel method used in [9], is implementable on a
GPU. Finally, the velocity field is adjusted accord-
ing to (4).

Implementation on GPU
The GPU is a programmable processor available on
most recent graphics adapters. Even though it is de-
signed for graphics processing, general purpose pro-
cessing on a GPU is attractive due to its computa-
tional power.
The GPU works on streams of vertices and frag-
ments (pixels with attributes, such as depth and
color), and has only memory read access through
texture maps. Thus, to implement a fluid solver to
run on a GPU, the fluid state should be represented
with texture maps, and the solver steps should be
implemented asfragment shaders.

Vector Field Representation

We adopt the vector field representation described in
[6]. A 3D vector field is represented by laying out
each slice as a tile in a 2D texture, as can be seen in
Figure 1. This allows us to update the entire field in
a single render pass.

Fragment Shaders

The fragment shaders are executed by drawing reg-
ular primitives, such as triangles or quadrilaterals.
When these primitives are rasterized, the fragment

shaders are executed once on each resulting frag-
ment, and the output is written to the frame buffer.

The input to a fragment shader, in the context of our
fluid solver, is a texture coordinate referring to a spe-
cific cell in the simulation grid. The value of any
field in this point can be looked up using a texture
read instruction on the respective field texture map.

For looking up neighbor values, offsets can be added
to the input texture coordinate to produce texture co-
ordinates representing other cells in the grid. Neigh-
bors in x and y directions can easily be found by
adding the vectors(1,0,0)T , (1−,0,0)T , (0,1,0)T ,
and (0,−1,0)T , respectively, to the texture coor-
dinate of the current cell. For neighbors in dif-
ferent tiles, however, offsets to the respective tiles
must be taken into account. As opposed to [6],
we pre-compute relative offsets between tiles, and
pass them to our fragment shaders as texture coordi-
nates. Compared to [6] this saves us a texture-read
instruction per grid cell per simulation step (approx-
imately 106 texture instructions per frame at resolu-
tion 30x30x30).

For each solver step we have a fragment shader
which processes only a single cell in the grid with
respect to that solver step. The entire grid is then
processed by drawing primitives covering all thein-
terior cells in the flat 3D texture, corresponding to
the shaded areas in Figure 1. Theboundary cells
(white areas in Figure 1) are processed separately
with special fragment shaders, to enforce the desired
boundary conditions of the system.

Visualization
One of the hurdles of simulating fluid in real-time
applications is the visual presentation of the fluid.
A popular method for rendering smoke in games
is to use a particle system, and render each parti-
cle using a bill-board texture, see Figure 2. Small
scale effects, such as exhaust from a car, can be an-
imated convincingly using a limited number of par-
ticles (< 500). However, the particle method is not
very scalable since the simulation time increases lin-
early with the number of particles.

Instead, for animating the smoke we use a density
field, as proposed in [9]. The density should simply
be moved along with the velocity, so we model the
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Figure 2: Bill-boarding – the particles to the left are
rendered using the texture mapped quadrilateral in
the center, yielding the smoke- or cloud-like appear-
ance to the right.

Figure 3: The density texture represents four density
fields of red, green, blue (left), and alpha densities
(center). When rendered, these four density fields
represent colored, transparent smoke (right).

density movement by

∂d
∂ t

= (u · ∇ )d (9)

which is similar to the advective term of (1). Thus,
we update the position of the density by using the
same semi-Lagrangian advection scheme, as de-
scribed for updating fluid velocity.
Similar to all other vector fields, we represent our
density field in a flat 3D texture. This allows us to
easily represent colored and transparent smoke, by
using the standard RGB color model and the alpha
channel of the texture. This actually corresponds to
having four density fields,(dr ,dg,db,da), represent-
ing the red, green, blue, and alpha channels, respec-
tively, see Figure 3. Since fragment operations are
vector based, we can update all four density fields at
the same speed as updating a single density layer.
The flat 3D texture representation of the colored
density field allows us to easily render the density
field by simply rendering each slice of the field as a
bill-board. This involves drawing a texture mapped
quadrilateral per slice in the texture. Slices are
drawn in order of distance to the viewer, starting
from the back. Each slice is blended with the back-
ground, according to density color and alpha value,

giving a transparent look. This method is extremely
fast, thus, allowing high-rate animations.

To avoid using expensive volume rendering tech-
niques, for instance as presented in [7], we only use
16-bit fixed-point precision in the density texture. In
this way, the density texture can be automatically fil-
tered by the graphics adapter, improving image qual-
ity and speeding up the updating process.

By representing smoke with a density field, the ani-
mation speed is independent of the amount of smoke
in the simulation. Unfortunately, this also means
that the resolution of the smoke is limited in the
same way as the resolution of the simulation grid.

Interaction With Objects
To extend our smoke simulation, we present a simple
way to simulate interaction with stationary objects.
We represent voxelized objects in a flat 3D texture.
In this obstacle mapwe represent cells occupied by
an object with the value 0, and cells occupied by
the fluid with the value 1. Using a fragment shader,
values in any field can easily be masked with regards
to the objects in the fluid, allowing simple boundary
conditions. Thus, simple stationary objects can be
modeled on cell-level.

Results
In this section we show some examples of smoke
simulated with our solver. All examples are run on
an ATI Radeon 9600 PRO graphics adapter. The
grid resolution is 30×60×30 grid, and the obtain-
able frame rate is approximately 30 fps. The ani-
mations are available for downloading athttp://
www.roerbech.dk/marinus/sims.html.

First, we show a simple smoke stream, which rises
due to thermal buoyancy and an external vent force.
Frames from this animation can be see in Figure 4.

In the second example, we add a spherical obstacle
into the scene from Example 1, to show interaction
with stationary objects. Frames from this animation
can be seen in Figure 5.

Finally, to demonstrate the capabilities of our col-
ored density field, Figure 6 shows frames from an
animation using two different colors of smoke.
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Conclusion
We have presented a fast way of animating 3D
smoke based on simulation of fluid dynamics.
We keep in mind, that our solver is not yet fully op-
timized, and we estimate a possible improvement
in performance of about 10–15% on this account
alone. Further more, the presented examples have
been run on an ATI Radeon 9600 PRO graphics
adapter, which is already considered obsolete by
current graphics hardware standards.
Thus, even though our solver has some limits, it
gives the impression that real-time fluid effects in
games should be possible in the very near future.
Especially when taking into account the extended
features for general purpose processing presented on
next-generation graphics adapters.
Since our solver is based on the Navier-Stokes it can
be used for other purposes than animating smoke,
for instance the simulation and animation of explo-
sions, animation of miscellaneous wind effects, such
as dry leafs swirling along the ground, etc.
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t = 0.0 sec. t = 1.0 sec. t = 2.0 sec.

t = 3.0 sec. t = 4.0 sec. t = 5.0 sec.

t = 6.0 sec. t = 7.0 sec. t = 8.0 sec.

Figure 4: Example 1 – Rising smoke. The smoke has natural looking swirls due to the vorticity confinement,
and the thermal buoyancy adds realism to the general smoke movement.

336

SIMS 45

Proceedings of SIMS 2004
Copenhagen, Denmark, September 23–24, 2004

www.scansims.org



t = 0.0 sec. t = 1.0 sec. t = 2.0 sec.

t = 3.0 sec. t = 4.0 sec. t = 5.0 sec.

t = 6.0 sec. t = 7.0 sec. t = 8.0 sec.

Figure 5: Example 2 – Interaction with a simple object. The smoke evolves a bit unnatural around the object
due to the very simple handling of the boundary. However, an effect of interaction is achieved. The voxelized
object is presented visually, using a spherical mesh, to improve visual quality.
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t = 0.0 sec. t = 1.0 sec. t = 2.0 sec.

t = 3.0 sec. t = 4.0 sec. t = 5.0 sec.

t = 6.0 sec. t = 7.0 sec. t = 8.0 sec.

Figure 6: Example 3 – Multi-colored smoke. Two smoke streams with different colors meet and blend into a
mixed color.
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Abstract 

This paper presents a numerical model for the simulation of a swash-plate axial piston pump, focusing on 

the characterization of fluid proprieties.  

As it is well known, the reduction of flow oddness (which generates pressure ripples and produces vibration 

and noise in the entire circuit) and the avoidance of cavitation are the major problems in the design of these 

pumps. Developing a simulation code can be very useful for component optimisation in order to predict and 

reduce the undesired phenomena. The paper first gives a quick overview on a previously developed pump 

model; afterwards four different models of the fluid are presented: they take into account cavitation in 

different ways. Their aim at characterizing as well as possible the unsteady and erratic cavitation features in 

a simplified manner, in order to apply the models to the simulation of hydraulic components.  

In the second part of the paper these models are implemented in the simulation code of a particular piston 

pump: few results are presented and compared with available test data. The effects of the fluid models on 

the predict pump performance are shown and commented. 

 

Keywords: pump, cavitation, fluid model 

 

Nomenclature 

B Bulk Modulus Y" Section SAT Saturation conditions 

a
L  Friction work c" Air to liquid volume fraction V Vapour 

N Number of cylinders h Vapour to liquid mass fraction VAP Saturated vapour 

R Bubble radius i" Isentropic exponent VAPH Higher saturated vapour 

RG Specific gas constant s" Free gas to total gas fraction VAPL Lower saturated vapour 

G
R$  Universal gas constant L" Angular position c Cylinder 

T Absolute temperature t Density i Index 

V Volume u" Surface tension id Ideal 

V%  Volume flow rate z" Abscissa s Static condition 

c Velocity z% " Linear velocity t Total condition 

m Mass "  0 Reference condition 

m%  Mass flow rate   

m$ " Oil vapour molecular mass 
Subscripts 

n Shaft speed A Casing suction side 
Abbreviations 

p Absolute pressure D Delivery IDC Inner dead center 

t Time G Gas ODC Outer dead center 

v Specific volume L Liquid   

x Gas to liquid volume fraction M Casing delivery side   

y Gas to liquid mass fraction S Suction   
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Introduction 
Axial piston pumps are widely used in modern 

hydraulic circuits, thanks to their high specific 

power, efficiency and reliability [1]. Despite these 

advantages, the pump operation is affected by a 

few drawbacks. In fact, in positive displacement 

machines, both the pumping mechanism and the 

fluid compressibility induce a flow oddness that 

determines pressure pulsations and leads to 

vibrations and noise through out the circuit [2, 3].  

Besides, when the pump operates taking oil from a 

tank, the fluid could be in contact with 

atmospheric air that partially dissolves in the 

liquid. During the suction phase the fluid pressure 

reduction due to pressure losses and, in particular, 

dynamic effects can cause the air to be released in 

bubbles [4, 5]. If the pressure further decreases, 

besides air-release, vapour cavitation can occur. 

Cavitation causes the volumetric efficiency to 

drop and can damage some parts. 

 

 

 
Figure 1 – Schematic of swash plate piston pump 

The main targets concerning research and 

development of these machines are the reduction 

of the flow ripple and the avoidance of cavitation.  

This goal can only be attained by the use of 

computer-aided optimization of present designs. 

In this context the authors developed a numerical 

model for the simulation of axial piston pumps. In 

order to reach a detailed description of the pump 

operating condition, the model focuses on several 

important aspects; in particular on the modelling 

of the pump geometry and fluid proprieties. 

The model was implemented in a numerical code 

in FORTRAN language and was validated on the 

basis of some experimental data [5, 6]. 

 

The Pump Model 
Figure 1 shows the basic structure of a swash plate 

axial piston pump. The numerical model is based 

on a finite volume concept, according to the 

Filling & Emptying approach: the pump is divided 

in number of chambers where the fluid is assigned 

uniform proprieties. Figure 2 represents the 

framework adopted for a single cylinder pump. 

Two constant volumes, VA and VM, represent the 

internal cavities in the pump casing at the suction 

and delivery side respectively, while the cylinders 

volume are variable as a result of the pistons 

motion.  

 
Figure 2 – Basic model for a single cylinder pump 

Three modelling features have been carefully 

considered and deepened, namely portplate 

geometry, unsteady fluid dynamics and physical 

fluid properties [6-8]. 

When the delivery port suddenly opens, the 

pressure ripple is produced by the sharp contact of 

high pressure in VM,I with low pressure in Vc,i. The 

pressure peak can be made smoother through a 

smart design of the port plate. Hence the port plate 

is carefully modelled. 

 

 
Figure 3 – Portplate and groove different geometries 

The throat areas of the variable orifices YAc,i and 

YMc,i depend on the position of the cylinder block 

with respect to the portplate. This latter (fig. 3) 

presents two kidney ports connected to the suction 

and delivery volumes and two silencing grooves 

that allow the cylinder to pass smoothly from inlet 

to delivery. The groove design has a relevant 

effect on flow and pressure fluctuations [6, 7, 9, 

10]: their dimensions, shape, slope and length are 

parameters that have to be optimised to reduce this 
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pressure peaks. For this purpose an accurate 

technique, named as “lined surface method” [6-8], 

has been implemented to calculate the 

instantaneous throat area, generated by the 

superimposition of either the groove or the kidney 

port to the cylinder block port. The model allows 

the user to define a generically shaped groove, e.g. 

fig. 3 reports the case of a triangular and a 

rectangular groove with straight axis. 

In the fluid dynamic model the mass exchange 

occurs between the permeable parts of the control 

surfaces of each chamber (that define the area of 

the orifices in fig. 2). The fluid flow is calculated 

by the generalized Bernoulli’s equation, under 

quasi-steady state and isothermal conditions: 

ad d dc c v p? / / L  (1)

The equation is solved on the basis of the function 

v(p) that depends on the adopted fluid model, 

while including dLa in the discharge coefficients. 

The next paragraph describes different solutions 

corresponding to four different fluid models. 

Considering continuity equation, the pressure 

course inside each chamber is determined; in 

particular, for the cylinder volume, one obtains: 
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The first term is related to the mass exchange with 

the adjoining volumes, the second term is related 

to compressibility effects, under isothermal 

conditions, and the last term considers the rate of 

volume variation produced by the piston motion. 

The model has been developed also considering 

the rate of change of momentum of the fluid in the 

region of the delivery groove [9, 10]. When a 

cylinder is switching from suction to delivery 

phase, the edge of the cylinder block port starts 

uncovering the groove: the dynamic effects, due to 

the sudden acceleration of fluid in the restriction, 

induce further pressure pulsations inside the 

cylinder. On this process, the model calculates the 

flow rate as an independent state variable from the 

momentum equation, under the hypothesis of 1-D 

uncompressible flow [7]. Consequently the 

cylinder pump is described with 4 differential 

equations, when the cylinder port is uncovering 

the delivery groove the flow rate is calculated as a 

state variable from the momentum equation, 

otherwise it depends on the ratio between 

upstream and downstream pressure. The code 

allows the user to define a pump with a generic 

number N of pistons, so that the system is 

described with 2N+2 state equations when the 

groove is working, and N+2 equations otherwise, 

as reported in [7]. The code integrates all the 

equations by means of a fourth-order Runge-Kutta 

method with step size control [11]. 

 

Modelling fluid proprieties 
The authors developed four different models (in 

the paper simply identified with the letters 

A,B,C,D) of the fluid with the main target of 

simulating in a simplified manner the behaviour of 

fluid when both gaseous and vapours cavitation 

occur. These models are based on continuous 

mathematical functions with continuous first 

derivatives, in order to avoid numerical instability.  

Model A is the simplest, the fluid is treated as a 

uniform gas-liquid mixture, vapour cavitation is 

not considered.  

The bulk modulus of the liquid is constant; surface 

tension effects are neglected; fluid pressure and 

temperature are the same for both gas and liquid.  

The assumption of isothermal fluid is consistent 

with no phase change in the oil, and supported by 

the higher heat capacity of liquid comparatively 

with gas. The gaseous phase is modelled by the 

state equation of ideal gases, thus neglecting both 

the contribution of oil vapour and the effect of 

high pressure on compressibility factor. 

The mixture volume, for mass unit, is given by: 

* +1? / - ©
L G

v v y v y  (3)

Where, the gas to liquid mass fraction is: 
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The state equation of the mixture becomes: 
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The expression of the first derivative of the 

pressure with  respect to the density is: 
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(6)

Substituting eq. (6) into eq. (1) and integrating, 

the ideal fluid velocity at the throat results:  
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(7)

Model B assumes that the air can partially 

dissolve into the oil, according to Dalton-Henry’s 

law. The non-dissolved gas volume fraction 

depends on the fluid pressure and it is uniformly 

mixed with the liquid. Vapour cavitation is not 

considered.  

In the case that as far as p > pSAT the gas is 

completely dissolved in the liquid (s = 0), so that 

the Bulk modulus is not affected by any gas. Since 

the gas gives only a contribution of mass (and not 

of volume), the fluid density (at reference 

conditions) is [2, 12]: 

0 0 0
1

L G

x

x
t t t? -

/
 (8)

If both temperature and pressure vary, the mass 

remains constant but the volume changes; 

considering the liquid bulk modulus B the 

following expression is obtained:  
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When  p < pSAT only a part of the gas is dissolved. 

The remaining free gas fraction follows the 

Henry’s law: 
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Consequently the s(p) function’s first derivative is 

not continuous:  
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To handle the discontinuity and avoid the  

numerical problems, the function s(p) has been 

substituted  by a polynomial expression whose 

first derivative is forced to zero at p = 0 bar, and at 

p = pSAT [12]. 

Starting from eq. (10), the fluid density was found 

as a function of pressure and temperature, under 

the assumptions of liquid density independent of 

temperature and of constant bulk modulus: 
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The free gas was considered following an 

isentropic process (identified by exponent i) from 

the reference (p0, T0) to actual (p, T) conditions. 

The first derivative is given by: 
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   where: 
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Eq. (13) points out that the first derivative is well 

defined for p = pSAT because the left and right 

limits exist and are equal. 

For p > pSAT the integration of eq. (1) yields: 
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If  p < pSAT the solution is found by means of a 

numerical algorithm.  

Model C upgrades the previous one considering 

also vapour cavitation. Since the oil is a mixture 

of components of different chemical nature, the 

phase change occurs in a pressure range defined 

by a higher (pVAPH) and a lower (pVAPL) limit [12]. 

In other words the oil evaporation starts just below 

the upper limit and completely finishes when the 

lower pressure value is reached. The values 

assumed for pVAPL, pVAPH, have been deduced from 

[12-14]. 

As far as p > pSAT the fluid is described by means 

of the same equations of model B, and the 

parameter s  is null. 

If pVAPH ~  p ~  pSAT  the model C still agrees with 

model B, but it is assumed that the gas is 

completely free when the higher vapour pressure 

is reached. In fact: 

344

SIMS 45

Proceedings of SIMS 2004
Copenhagen, Denmark, September 23–24, 2004

www.scansims.org



SAT

SAT VAPH

p p

p p
s

/
?

/
 (16)

Eq. (16) shows that s = 0 if p = pSAT while s  = 1 

if  p ~  pVAPH.  

When pVAPL < p < pVAPH the fluid is treated as a 

uniform mixture of free air, oil vapours and liquid 

oil. In this pressure range the vapour to liquid 

mass fraction was describe with a polynomial 

function:  
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Where * +ph  was chosen according to the data 

reported in [12-14]. On the basis of eq. (17), being 

s = 1 in the pressure range considered, the fluid 

density can be found as a function of pressure and 

temperature, under the hypotheses of liquid 

density independent of temperature and constant 

bulk modulus. It was also assumed that both the 

free gas and the vapour phase undergo an 

isentropic process [12]: 
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When the fluid pressure decreases below the lower 

saturation vapour pressure (p ~  pVAPL), only the 

gaseous phase (mixture of non-dissolved air and 

oil vapour) exists. The density can be easily 

determined setting h"= 1 in eq. (18). 

If p > pSAT the expression of p t• •  is the same as 

in eq. (13) considering the value of s given by eq. 

(16). In the other cases: 

if pVAPL ~  p ~  pVAPH : 
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Model D considers the liquid and gaseous phase 

as separated: the gas is contained in the liquid in 

the form of spherical bubbles with an equal radius 

R. The pressure equilibrium between the inside of 

the bubble and the external environment, at the 

reference conditions is given by [4,14]: 
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The air to liquid volume fraction is c = VG /VL , by 

virtue of the perfect gas state equation it can be 

expressed as: 
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Neglecting the temperature variation, c can be 

expressed as a function of the liquid pressure:  
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Obviously eq. (25) is not significant if the liquid 

pressure is lower than the saturation pressure 

because only the vapour phase exists [4].  

Eq. (25) is not explicit, so that the solution must 

be reached by a numerical procedure [11].  

The fluid density is determined starting from the 

mass to volume fraction, and neglecting the 

contribution of gas mass with respect to liquid: 
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The function p t• •  can expressed as follows: 
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Model D is defined only over the pVAP value. This 

model presents a few drawbacks due to the 

difficult choice of values for both the bubble 

radius and the surface tension. 
 

Fluid model comparison  
In order to present a significant comparison many 

common parameters were set at the same value 

(see tab.1).  
 

 model 

 A B C D 

T [K] 311  311  311  311  

pSAT  [bar] - 1  1  1  

pVAPH  (pVAP) [bar] - - 0.3  0.3  

pVAPL [bar] - - 0.25  - 

x [%] 9  9  9  9  

tL0 [kg/m3] 850  850  850  850  

tG0 [kg/m3] 1.2  1.2  1.2  1.2  

m$  [kg/mol] - - 200 - 

R0 [m] - - - 0.0005 

u [Pa] - - - 0.03 

Table 1 – Values of main parameters for model 

comparison 

In the case of model D, p0 = pSAT and c0 = x; the 

saturated vapour pressure was set to an 

intermediate value between pVAPH and pVAPL 

adopted for the model C. 

Fig. 4 shows fluid density versus pressure: models 

B and C show a similar trend and the cavitation is 

predicted to appear at a lower pressure 

comparatively to model A. In fact eq. (10) 

confirms how the air fraction increases while the 

pressure decreases; on the contrary in model A the 

air fraction is always constant. With model D 

cavitation occurs at the highest pressure: this 

strongly depends on the assumed value for the 

vapour saturation pressure. Fig. 5 shows p t• •  

as a function of pressure: model C has not a 

constantly increasing trend as the others. In the 

range between pVAPL and pSAT the function presents 

a particular course with two minimum points: this 

is due to the presence of a two-phase fluid (liquid 

and gas) where the gas phase is a mixture of air 

and oil vapour. The figure also shows a different 

trend for the models B and C, while fig. 4 

indicates that the function ( )pt  is similar for the 

two cases. 

 
Figure 4 – Simulated fluid density 

 
Figure 5 – Simulated p t• •  courses 

 
Number of cylinders 9 

Port plate timing angle 5° 

Number of inlet slots (Fig. 3) 1 

Number of delivery slots (Fig. 3) 5 

Displacement 45.47 cm3 

Max speed 2600 r/min 

Max delivery continuous pressure 280 bar 

Mass (without oil) 24 kg  
Table 2 – Main features of the pump Casappa LVP48 

 

Results 
The previously described pump simulation code 

can be linked with each of the four fluid models. 

Four FORTRAN libraries were created for 

calculation of fluid physical properties (i.e. 

density, sound speed, etc.). A comparison with 

several set of experimental data has been very 

useful to find out which fluid model is more 

suitable for the simulation of axial piston pumps. 

Each model requires a few calibration parameters; 

the results presented in the following refer to the 

set of parameters displayed in tab. 1. Experiments 

were carried out on a stock pump (Casappa 

LVP48, see tab. 2), during several tests campaign. 

Simulation results have been compared both with 

pressure measured inside the delivery volume of 

the pump (reported in [15], and  the pump speed 

characteristic * +,n V%  (provided by Casappa S.p.A.).  
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Among calibration parameters the coefficients of 

flow discharge were chosen from the data reported 

in [16] for similar conditions. Later they were 

slightly adjusted (where the actual throat area 

differs significantly from case reported in [16]) to 

better match experimental data, referring to the 

fluid model C. Results obtained with model D are 

not presented, because of his strong sensitivity to 

fluid parameters (e.g. bubble radius), that makes 

the model impractical heretofore. 

Fig. 6 shows a comparison between experimental 

data and simulation results obtained with models 

A and C, highlighting a good agreement of the 

latter. By contrast carrying out the simulation with 

model A, a strong pressure overshoot occurs.  

Although coefficients of discharge were calibrated 

with model C, discrepancies with model A do not 

appear to depend of this procedure, so far as a 

reasonable set of coefficient was not possible to 

find. 

Model A considers the air always un-dissolved, 

while, for p > pSAT, model C considers the air 

completely dissolved in the liquid; this presence of 

free air induces stronger oscillations. 

Experimental conditions have been sometimes 

changed, in order to verify the reliability of the 

adopted set of calibration parameters. E.g. fig. 7 

reports the comparison at a different shaft speed. 

Fig. 8 shows speed characteristic of the pump: 

also here a good agreement with experimental data 

is obtained using model C. At higher shaft speeds, 

model C shows a significant reduction of the flow 

rate gradient: during the suction phase, the 

pressure inside the cylinder reaches a lower value 

than the saturation pressure. This causes an 

increase of the free air fraction and consequently a 

reduction in fluid density, as shown in fig 4. 

 

 

 
Figure 6 – Delivery port pressure (n = 2000 r/min, 

D S
p p/ = 150 bar; T = 38°C) 

 
Figure 7 - Delivery port pressure (n = 500 r/min, 

D S
p p/ = 50 bar; T = 39°C) 

 

 
Figure 8 – Simulated and experimental pump 

characteristics 
 

 
Figure 9 – Cylinder pressure and density during suction 

phase 
 

 
Figure 10 – Mass flow rate outgoing from the cylinder 

during the delivery phase 
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Figure 11 – Pump characteristics for different values of 

parameter x 

 

 
Figure 12 – Pump characteristics for different values of 

parameter pSAT 

Using model A the presence of undissolved air 

yields lower mass flow rates throughout the range 

considered, because the fluid density is always 

lower. Using model A the numerical curve does 

not describe the flow rate gradient revealed by 

experiments at about 2800 r/min, due to the unset 

of cavitation. 

If the shaft speed increases, during the suction 

stroke the piston motion causes an increase in the 

cylinder volume that could not be compensated by 

the incoming volume of fluid; as a result pressure 

decreases and cavitation may occur.  

Since experiments were carried out with pS = 1 

bar, saturation pressure was assumed equal to inlet 

pressure; consequently gaseous cavitation always 

occurs because pc,i < pSAT during the suction 

stroke; this phenomenon is emphasized at higher 

speed. 

The effects of the shaft speed are shown, referring 

to model C in fig. 9, where a density reduction, 

due to a pressure reduction inside the cylinder, 

during suction, is clearly visible. 

Fig 9 shows that, during a revolution, the cylinder 

pressure decreases below the assumed saturation 

pressure but remains above the higher saturated 

vapour pressure (model C), so that only gaseous 

cavitation is predicted to occur. It was observed 

that vapour cavitation appears only at very high 

speed, outside the practical range of application of 

the pump. Consequently the same results obtained 

with the complex model C can be reached also 

adopting model B that is simpler and makes the 

simulation faster.  

As said before, vapour cavitation could occur if 

the cylinder pressure reached the pVAPH value, 

during the suction phase. In these conditions 

model C would highlight a sudden decrease of 

density (fig. 4); hence the delivery mass flow rate 

would be lower than the same one calculated with 

model A, differently from the cases taken into 

account in this paper. 

Therefore, while model C agrees with 

experimental data, model A overestimates 

cavitation effects in the typical operating 

conditions of the pump (fig. 8) and undervalues 

these effects at the highest speeds.  

The presence of gaseous cavitation makes the 

pump performance worse: the lower pressure 

reached inside the cylinder causes a significant 

backflow (as displayed in fig. 10, referred to 

different rotational speeds), influencing the flow 

ripple intensity. This phenomenon looks more 

relevant with model A (that predict a lower 

cylinder pressure). 

Fig. 10 shows the  delivery mass flow rate  for a 

cylinder: when the piston reaches the IDC, the 

cylinder slot starts discovering the silencing 

groove placed at the beginning of the portplate 

delivery port (fig. 3). The initial flow rate is 

negative because the cylinder pressure is lower 

than the delivery pressure and the fluid enters into 

the cylinder volume. 

The amount of predicted backflow depends on 

several factors: such as the portplate geometry, the 

pump speed and the adopted fluid model. Fig. 10 

shows the fluid model and speed influence: 

adopting model A gaseous cavitation effect leads 

high backflow in both considered speed, on the 

contrary with model C such a negative flow rate 

occurs only at highest speed. 

In fig. 11 the effects of the parameter x on the 

characteristics curve is presented using the fluid 

model C. At the lowest value of x (x = 0.9%) the 

presence of air is negligible and the curve is 

linear. Increasing the air content the effects are 

clearly visible: the gradient reduction begins at 

lower shaft speed, and the showed flow rate is 

lower. 
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In fig. 12 the effect of changes in the saturation 

pressure, using model C, is presented. Reducing 

pSAT the gaseous cavitation starts at lower 

pressures. If pSAT = 0.5 bar, gaseous cavitation 

does not occur and the fluid behaviour is similar to 

a pure liquid because the lowest pressure reached 

inside the cylinder is about 0.6 bar (fig. 9).  When 

pSAT is set to 1 bar the gaseous cavitation is 

predicted to appear and the flow rate gradient is 

reduced over 2500 r/min. At the highest value of 

the saturation pressure (pSAT = 2 bar) gaseous 

cavitation is always presents and flow rate is 

affected at all speeds. 

 

Conclusion 
Four hydraulic fluid models (simply named as 

A,B,C and D) have been presented for the 

simulation of hydraulic components. The models 

differ for the manner they take into account 

cavitation phenomena: not all consider the vapour 

cavitation, while the gaseous cavitation is treated 

with different approaches. The authors developed 

a numerical code for the simulation of swash-plate 

axial piston pumps, in which case simulation can 

be very useful for the optimisation of component 

geometry, so as to predict and reduce the flow 

ripple and avoid cavitation.  

In order to evaluate which model is more suitable 

for pump analysis, several simulations were 

carried out using more than one model and 

comparing the results with some experimental 

data available. It was observed that model C, that 

takes into account both gaseous and vapour 

cavitation, agrees with experiments on a wider 

range of conditions. Nevertheless, considering the 

usual operating conditions of the analyzed pump it 

was observed that vapour cavitation is never likely 

to occur; therefore model B can be used as well, 

thus reducing the simulation time. 

The results presented in the paper also show that 

model A overestimates cavitation so far as only 

gaseous cavitation occurs, while undervalues the 

phenomena when both gaseous and vapour 

cavitation take place. 
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Abstract 
The Generalized Nets (GNs) are extensions of Petri nets. In the last ten years they were applied in 
many theoretical and application areas. Here, for a first time they will be used for modelli ng of 
storehouse processes. A new approach of modelli ng storehouse processes by implementation of 
generalized nets wil l be proposed and investigated. Detailed description of the developed GN-
model will be presented. The abil ity and the interpretability of the GN-based model for effective 
management of storehouse processes will be also discussed. 
Keywords: Modelling, Generalized Nets, Storehouse processes  

 

Introduction 
 
The nature of discrete-event simulation [1], with its 
modelli ng of systems of interacting queues, is 
clearly of wide applicabil ity. 
The storehouses are one of the basic components 
of every company. In every storehouse different 
commodities are accepted, preserved and 
dispatched; plans for the storehouse functioning 
are prepared; requests for commodities are 
rendered or rejected; load/unload works are 
accomplished. 
In the present paper for a first time the storehouse 
processes wil l be described by implementation of 
Generalized Nets (GNs), see [2]. The GNs are 
extensions of the ordinary Petri nets and the other 
Petri net modifications [3].  
--------------------------- 
        *Corresponding author.          Phone: +359 888 602070, 
Fax: +359 2974 3867, E-mail: n_christova@automation.uctm.edu 

 
 
 
Generalized Nets [2] are very useful model that 
provide a simple graphical representation of hybrid 
systems and takes advantage of the modular 
structure of the nets in giving a compact 
description of the system. They could be used as 
proper tools for modelling, simulation and 
forecasting of the processes, real-time control 
and/or optimization of non-critical in time real-
time processes [2]. 
In Second section short remarks on generalized 
nets wil l be provided. In Third section we will 
describe a generalized net, which represents the 
functional model of storehouse activities. On the 
basis of this generalized net, the storehouse 
processes can be: 

- simulated, 
- controlled, 
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- optimized (this direction of the usage of 
generalized nets is not discussed here). 

 
The model is very simple. In the present form, it is 
only an il lustration of the possibil ities of 
generalized nets to model a storehouse. If  we 
would li ke to detail ize the processes, we shall use 
other GN-possibil ities, e.g., some of the 
hierarchical operators defined over generalized 
nets. This model wil l be an object of a future 
research of the authors. 
 

Short remarks on generalized nets 
  
The concept of a Generalized Net (GN) is 
described in [2]. Certain GNs may not contain the 
whole set of components; thus giving rise to 
special classes of GNs called “ reduced GNs”. For 
the needs of the present research we shall use (and 
describe below) one of the reduced types of GNs. 
Formally, every transition of this reduced class of 
GNs is described (Figure 1) by Z = 〈L’, L” , r,  〉, 
where: 

(a) L’ and L” are finite, non-empty sets of 
places (the transition's input and output 
places, respectively). For the transition in 
Figure 1 these are }',...,'{' 1 mllL =  and 

}",...,"{" 1 nllL = . 

(b) r is the transition's condition determining 
which tokens will  pass (or transfer) from 
the transition's inputs to its outputs; it has 
the form of an Index Matrix (IM; see [2]): 

 

)1,1

,(

'

'

'
"""

,

,

1

1

njmi

predicater

r

l

l

l
lll

r

ji

ji

m

i

nj

≤≤≤≤

−

=

;             (1) 

 
where r i ,j is the predicate which 
corresponds to the i-th input and j-th 
output places. When its truth-value is 
“ true”, a token from the i-th input place 
can be transferred to the j-th output place; 
otherwise, this is not possible; 
 
 

(c)   is a Boolean expression. It may contain 
as variables the symbols which serve as 
labels for transition's input places, and it is 
an expression consisting of variables and 
the Boolean connectives ∧ and ∨ whose 
semantics is defined as follows: 

),...,(
1 uii ll∧  - every place 

uii ll ,...,
1

 must 

contain at least one token; 
),...,(

1 uii ll∨ - there must be at least one 

token in any of the places 
uii ll ,...,

1
, 

where {
uii ll ,...,

1
} ⊂ L’ . 

 

 
 

Figure 1: GN-transition 
 
When the value of a type (calculated as a Boolean 
expression) is “ true”, the transition can become 
active, otherwise it cannot. The ordered four-tuple 

Φ= ,,,,,, XKcAE LA ππ  is called simplest 

reduced Generalized Net (briefly, we shall use 
again “GN”) if: 

a) A is a set of transitions; 
b) πA is a function giving the priorities of the 

transitions, i.e., NAA →:π , where 

N = {0, 1, 2,... } ∪ {∞}; 
c)  πL is a function giving the priorities of the 

places, i.e., NLL →:π , where 

L = pr1A ∪ pr2A, and priX is the i-th 
projection of the n-dimensional set, where 
n ∈ N; n ≥ 1 and 1 ≤ k ≤ n (obviously, L is 
the set of all  GN-places); 

d) c is a function giving the capacities of the 
places, i.e., NLc →: ; 

e) K is the set of the GN tokens; 
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f) X is the set of all  initial characteristics, 
which the tokens can obtain when they 
enter the net; 

g) Φ is a characteristic function which 
assigns new characteristics to every token 
when it transfers from an input to an 
output place of a given transition. 

Over the generalized nets many types of operators 
are defined. One of these types is the set of 
hierarchical operators. One of them changes a 
given GN-place to a whole sub-net (see [2]). 
The generalized nets [2] are an appropriate tool for 
modelli ng of real events phenomenon and complex 
structures because of their flexibil ity and universal 
modelli ng possibili ties. They allow description of 
dynamic and steady–state behavior of complex 
systems. The main advantage of using the 
generalized nets is the possibil ity for fast 
simulation of various systems with complex 
structure. A change in the system functioning does 
not force a substantial change in the generalized 
net structure. They are a promising tool for 
describing and studying hybrid systems that are 
characterized as being concurrent, asynchronous, 
distributed, parallel and stochastic. 
 

GN-model of storehouse processes 
 
Models are executable encoding of knowledge and 
their execution generates solutions corresponding 
to the behaviors of the system being modelled [4]. 
A principal scheme of modelli ng the processes in 
storehouses by using generalized nets is further 
proposed. The developed GN-based model of 
storehouse processes is depicted on Figure 2. It 
contains three transitions and they can be divided 
(conditionally) in three contours, described 
respectively as: 

- the commodities transfer, 
- the requests transfer and control of their 

execution, 
- the transport units transfer. 

 
Three types of tokens: α, β and γ enter the net. 
First, we shall give a particularly formal definition 
of the GN-model and then will comment on its 
functioning and the results of its work. We used 
the word “particular”  because the forms of the 
transition condition predicates and the tokens 
characteristics will  be described informally for the 
sake of easier text comprehension. However, in a 

program realization of the model they wil l be 
appropriately formalized. 
 
The GN-transitions have the following forms: 
 

,)),()),,((

,

,},,{},,,,{

171531

5,1717

5,1515

2

4,11

543

5431715211

llll

Wfalsefalsel

Wfalsefalsel

falsefalsetruel

falseWfalsel

lll

lllllllZ

∨∨∧

=

            (2) 

where 
W1,4 = W2,4 = “ there are free places in cells”  & 

“ there are free transport units for 
the commodities transfer” , 

W15,5 = W17,5 = “ there are commodities for 
transfer” . 

 
The transition type shows that this transition is 
activated when there is at least one commodity and 
at least one free transport unit, simultaneously. 
 

,)),,()),,((

,

,},,,,,{},,,,,{
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8,67,66,66
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lllll

WWWfalsefalsefalsel

WWWfalsefalsefalsel

falsefalsefalseWWWl

WWWfalsefalsefalsel

falsefalsefalsefalseWWl

llllll

lllllllllllZ

∨∨∧

=

 (3) 

where 
W4,7 = W6,7 = “ there is a request for a 
commodity” , 
W4,6 = W4,6 = ¬W4,7; (where ¬p is the negation 
of predicate p), 
W6,8 = “ the commodity has expired”, 
W5,14 = W16,14 = W18,14 = “ there are commodities 
to be transferred from a cell to the exit”  & 
“ there is a free transport unit” , 
W5,15 = W16,15 = W18.15 = “ there are commodities 
to be transferred from the input to a cell”  & 
“ there is a free transport unit” , 
W5,16 = W16,16 = W18,16 = “ there are commodities 
to be transferred from a cell to a cell”  &  “ there 
is a free transport unit” . 
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Figure 2: GN-model 
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where 
W3,12 = “ the request is executed”, 
W3,13 = ¬W3,12, 
W7,9 = W9,9 = “ the commodity waits for 
transport units” , 
W7,10 = W9,10 = “ the commodity has expired”, 
W7,11 = W9,11 = “ the commodity is ready for 
discharging”, 
W14, 17 = “ there are commodities to be 
transferred from the input to a cell” , 

W14,18 = “ there are commodities to be 
transferred from a cell  to a cell” . 

The  characteristic  function Φi  related to place li 
(3 ≤ i ≤ 17) determines the following token 
characteristics. The symbol in the brakes shows the 
argument of the function. 

Φ3[γ]  – “ time for waiting to receive the 
commodity” , 
Φ4[ α]  – “ time for the commodity to stay on the 
input” , 
Φ5[β] – “ time for waiting for the transport unit 
at the last place, quantity of the transferred 
commodities” , 
Φ6[ α] – “number of the cell” , 
Φ7[ α] , Φ8[ α]  – “ time for the commodity to stay 
on the stocks”, 
Φ9[ α]  – “ * ”  (i.e. it is not defined), 
Φ10[ α] – “ the commodity is scrapped, total time 
needed the commodity to stay in the 
storehouse”, 
Φ11[ α]  – “ the commodity is discharged, total 
time for the commodity to stay in the 
storehouse”, 
Φ12[ γ]   – “ the request has been executed”, 
Φ13[ γ]   – “ the request has not been executed”, 
Φ14[β] , Φ15[β]   – “ time to wait for the transport 
unit at the last place, quantity of the transferred 
commodities” , 
Φ16[β]   – “quantity of the transferred 
commodities” , 
Φ17[β] , Φ18[β]   – “ time to wait for the transport 
unit at the last place, quantity of the transferred 
commodities” . 

 
The different GN places have different priorities 
and capacities depending on their sense. The same 
is valid for the tokens and for the transitions. 
Transition Z3 has the highest priority and Z1 – the 
lowest one. 
 
Transition Z1: the highest priority has place l1 (the 
input of the storehouse), after this – l2 (the input of 
requests); places l15 and l17 are with equal 
priorities. 
Transition Z2: place l4 has higher priority than 
place l6, and places l5, l16 and l18 are with equal 
priorities. 
Transition Z3: the priorities of places l7, l8 and l9 
satisfy the inequalities: πL(l8) > πL (l9) > πL (l7), the 
other places have equal priorities. The place 
capacities and the token priorities are determined 
on the basis of the concrete storehouse parameters. 
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The GN functioning starts at a fixed time-moment 
according to a fixed time-scale (in relationship 
with the concrete storehouse) and it has a fixed 
duration. 
In place l1 α-tokens enter with initial 
characteristics: “ commodity name, cost, date of 
manufacturing, expiry date” . The β-tokens, which 
correspond to the transport units are located in 
places l5, l14, l15, l16, l17 and l18, and they have as 
initial characteristics: “ transportation unit 
identifi cation and parameters” . The γ-tokens, 
which enter place l2 have as initial characteristics: 
“ number of the request, type of the necessary 
commodity” . 
When commodities arrive at the storehouse, they 
are transported by the transport units to the cells 
(place l6; via place l4), if there are such units, and 
otherwise they wait in the storehouse input (l1). 
The expired commodities are transferred to place 
l11 via place l8 and these, for which there is a 
request – to place l10 via place l7. The α-tokens, 
which correspond to the commodities, obtain a 
final characteristic: “ time for staying in the 
storehouse (and other parameters, which are 
interesting to the storehouse managers and 
dispatchers)” . The β-tokens, which correspond to 
the transport units, successively obtain the values 
of the transport expenses (and other parameters, 
which are interesting to the storehouse managers 
and dispatchers). The γ-tokens, which correspond 
to the commodity requests, obtain final 
characteristic: “ time for execution of the request 
(and other parameters, which are interesting to the 
storehouse managers and dispatchers)” . 
 
In a result of the GN simulation of the storehouse 
processes, the user can get statistical data about the 
storehouse functioning. 
 

Conclusions and future work 
 
The above described GN-model of storehouse 
processes does not contain tools for optimization 
of the ordering of the commodities. Such tools 
could be described in the frames of another 
generalized net. There the basic criteria for 
commodity location wil l be realized. For example, 
the following factors for the functioning of the 
storehouses are very important: 
 

• location of the commodities (this factor 
includes the solution of the problem, related 
to the disposition of the commodities on the 
cells and it can be formulated by the 
following: the cells from a low level must 
contain: 

o   commodities with short expiry term; 
o  commodities which will be soon 

discharged; 
o    heavy commodities; 
o  heterogeneous commodities which 

will  be totally discharged); 
• determination of the organization of the 

commodity streams and the criteria for the 
commodity discharging. 

 
The above GN-based model could be further 
extended about the functioning of the transport 
units and about the order of receiving and 
execution of the different requests. The storehouse 
processes related to the last two object types could 
be described in the frames of other generalized nets 
that would be included in the above GN-model. 
In the present form the GN-model is only on 
theoretical level, but it is applicable for real 
storehouse processes. 
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Abstract 

 

Railway administration wants to operate high speed trains with active tilting body aiming to 
shorten travel time and to provide safe passenger transportation between Istanbul-Ankara cities 
and to compete with motorway intercity bus transportation. It is demanded to settle a fleet, which 
runs on curves and slopes of the existing substructure. Travel with tilting body train sets takes 
shorter time than travel with conventional trains composed passenger coaches hauled by a 
locomotive. Main target is to improve travel time between Istanbul-Ankara by use of technical 
capabilities of these high speed  tilting body train sets which provide extra speed in the curved 
railroad lines. A dynamic simulation model is developed in this study for the travel of the railway 
trains. Simulation has been made for different speed limits taking into account the technical data 
of train sets and locomotives and data including line parameters as curves and slopes. As a result 
of travel simulation, a comparison has been carried out between the performances of two different 
trains regarding their travel time.  

 
Keywords:  Dynamic simulation, railroad vehicle simulation 

 

  

1. Introduction 
 
Turkish State Railways Administration (TCDD) 
which takes about 4-5% share from total passenger 
transportation wants to operate high speed self 
powered train sets with active tilting body (tilting- 
train) for the purpose of performing fast and safe 
passenger transportation between Istanbul-Ankara 
and competing with other means of transportation 
[1]. It is demanded to settle a fleet of trains which 
can run on curves and slopes of the existing 
substructure in which travelling with tilting trains 
takes shorter time than travelling with conventional 
trains composed of railway passenger coaches 
hauled by locomotives (loco-train). The most 
important reason for demanding these high-speed 
tilting trains is to decrease the travelling time 
between Istanbul-Ankara line. Currently, the travel 
takes about 6-7 hours with loco-trains. This travel 

time is obtained by operating existing loco-trains 
with maximum speed of 140 km/h on existing non-
rehabilitated railway lines. Travel time decrease 
can be realized both by running at higher speeds on 
the curved and straight sections. It is not possible 
to take full advantage of the high-speed 
capabilities of the trains on the line sections where 
there is also suburban train traffic because the 
average speed of the suburban trains is about 45-50 
km/h, which brings speed limit to high-speed 
trains.  
 
Therefore, it is planned to settle a train fleet which 
can decrease the travelling time between Istanbul-
Ankara by operating tilting trains,  that could run 
with a 30% more speed on the curved lines than 
loco-trains and reach a maximum speed of 230 
km/h on straight lines. Alternative to this is to 
operate trains hauled by high-speed locomotives, 

*Corresponding author. Phone:+90264 3460354 
Fax:+90264 3460351 E-mail:taymaz@sakarya.edu.tr 
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by which the travelling time between Istanbul-
Ankara can be reduced but not as much as those 
provided by tilting trains. However, both operating 
and maintaining loco-trains are more economical 
than tilting trains. 
 

2. Theoretical Background 
 

2.1 Factors Effecting the Travelling Time 

 

The curved lines has a track cant which is 
constructed by lowering the ground level of the 
inside rail to avoid vehicle derailing outside the 
line with the effect of the centrifugal force trying 
to push the vehicle outside the curve [2]. The need 
for track cant can be calculated as shown in 
equation 1. 
   
                                                                             (1) 
 
where; 
d:  Track cant, mm  
v :   Speed of train, km/hour      
 R:  Rradius of curvature, m                                                                            
 
The track cant couldn’t be beyond a limit value 
because, when a train stops in the curve, it should 
not derail inside the curve because of gravity force. 
Therefore, the train speed is limited by the curve 
radius and track cant together. The maximum track 
cant for the curved lines in this route is 130 mm. It 
is not possible to operate the tilting and loco-trains 
with the desired high speeds because of many 
curved sections on the existing route. Besides, for a 
comfortable travel, the lateral acceleration 
affecting a seated passenger has to be less than 
けø0.65m/s². け value can be calculated as follows.  
                                                                                                                                                                           

cwi tan.
2

g
R

/?                                             (2) 

 
where; 
g:  Gravitational acceleration, m/s²  
g: Track cant angle 
v :  Speed of train, km/hour      
R:   Radius of curvature, m         
 
In order to solve speed limit problem in curved 
lines, there is a mechanism, which tilts the railway 
vehicle body inside the curve. In this design, 
which is called as active tilting system, railway 
vehicle is tilted on the bogies. Therefore, centre of 

gravity is shifted to curve centre side, which 
balances centrifugal force increase resulting from 
increased speed. When these vehicles are 
compared with conventional vehicles, it is 
experienced that the trains with tilting system is 
capable of running in curved lines with 30% more 
speed than the others. Tilting mechanism is 
effective at vehicle end points on bogies. This 
mechanism can be hydrostatically or electro-
mechanically actuating. In Figure-1, a sample 
carbody tilting mechanism is shown. 
 
 

 
 

Figure-1 Sample carbody tilting mechanism 
 

2.2 Properties of Tilting Trains  

 
 Maximum speed of trains with tilting body is 
about 200-230 km/h. These tilting trains are not 
actually high-speed trains according to definition 
of European Union of Railways [3]. However, 
since the speeds of trains under investigation in 
this study are higher than those currently operating 
conventional trains, it is named as high speed. The 
tilting system has been developed to increase the 
operational speed of the trains on lines which have 
many curves. With the system, car bodies are tilted 
at curves to compensate for unbalanced carbody 
centrifugal acceleration to a greater extent than the 
compensation produced by the track cant, so that 
passengers do not feel centrifugal acceleration and 
thus trains can run at higher speed at curves. 
Tilting trains are used in the European countries 
like Italy, Sweden, and Spain, which have curved 
railway lines. There are tilting trains both 
electrically or diesel powered.  
 

 

 

R

v
d

2

8? Tilt beam 
Cylinder inlet 
Tilting control  cylinder 
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Bogie 
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2.3 Traction Forces 
 
Traction force is the force applied by the 
locomotive to pull the train. Figure 2 shows the 
traction-force vs. speed diagram used in the 
simulation of tilting train composed of 7 vehicles.  
Train maximum traction power is 4000kW. As 
seen in Figure-2, traction force is constant up to 
80 km/h which means that power increases to its 
maximum value. Above 80 km/h, the power is 
constant at 4000kW but the traction force 
decreases proportionally as the speed increases 
since power is the product of force and speed. 
Traction-force versus speed diagram for a 
5000kW power electric locomotive, which is used 
for the loco-train simulation, has got almost 
similar shaped diagram but in fact rating is 
different. 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

2.4 Resistance Forces 

 

The total resistance force resists to the train’s 
movement. Equation 3 given below is suggested 
by the vehicle manufacturers to calculate the total 

value of the resistance forces ( TR ) that acts 

against the movement of tilting trains. 
 
 
 
 
 
 
 

 
 
 
 
 

(3) 

 
The variables, constants and the values assigned to 
them in the simulation model are shown in 
Table1.  
 

Table 1: The variables and constants for the resistance 
forces affecting tilting train 

Variables & 

Constants 

Assigned 

Values 
 Definition 

faA 0.9  Power axle factor 

fnA 0.6 Driven axle factor 

naA 8 Power axle amount 

nnA 20 Driven axle quantity 

ngA 28  Total axle quantity 

mg 392   Train total mass, ton 

g 9.81  Gravitational acceleration, m/s² 

f1 0.9  Correction factor 

f2 45  Traction factor 

f3 3.2  Air conditioning factor 

nw 7  Total  # of vehicles 

uair 1.225  Air density, kg/m³ 

v -  Speed, km/hour 

vg 15  Opposite wind speed, km/hour 

nSW 2 Number of motor cars  

nTW 2  Transformer vehicles 

nMW 3  Trailer railway cars  

cwSW 0.4  Motor car rolling factor 

cwTW 0.12  Transformer car rolling factor 

cwMW 0.105  Trailer car rolling factor 

A 10  Car end cross-section area, m² 

 
 
For loco-train configuration, the total resistance 
force equation is given as follows [4]. 

 
RT = RA + RK + RR +RY                                            (4) 
                                                                            
The components of the total resistance equation 
are given below:  

AR : Aerodynamic resistance force, N 
2

wA 10

12v
Ac

2

1
R Õ

Ö
Ô

Ä
Å
Ã -

?                                          (5) 

KR : Curve resistance force, N 

gm
R

500
R gK ?                                                    (6) 

RR : Slope resistance force, N 

gmsR gR ?                                                     (7) 

Figure-2. Traction force vs. speed diagram for 
tilting train.  
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YR : Rolling resistance force, N 

* +gmcmcR rrddY -?                                   (8)  

 
The variables and constants in equations 4 - 8 are 
given in Table 2.  
 
Table 2: The variables and constants for the resistance 
forces affecting loco-train. 

 
 
There are speed limit regulations by railway 
administrations because of the line curves.  The 
speed limitations are used in the simulation 
program to restrict the speed of the train running 
in the curves. Tilting trains are allowed to run at a 
speed 30 percent more than those of loco-trains.  
 
The difference between traction and resistance 
forces will result in either positive or negative 
acceleration causing slowing down or speeding 
up. Acceleration or deceleration is calculated by 
dividing this difference to total train weight. If the 
deceleration is less than the desired slowing, 
brakes will be operated to provide extra resistance 
to the motion. 

 
3. Simulation Model 

 
Istanbul-Ankara route train travel simulation is 
designed as time incremented continuous 
simulation model [5]. The code of the program is 

built in Visual Basic programming language. 
There are two program modules, first is for data 
input and data organization and second is for 
simulation run. 
 
The data of distance-slope, distance-curve, 
distance-speed restrictions, that are directly read 
from the railroad technical map [6], arranged 
together in a database and made ready for use by 
the second module where the dynamic simulation 
is run. To make data input easy only the slope 
starting point and slope amount and length of 
slope are entered. All curves are entered into 
database with starting and end points together 
with related curve radius. The speed of train is 
limited while the train is passing through the 
stations. The train may make a planned stop at a 
station or pass the station without stopping but 
with a limited speed. Therefore, destination of the 
station, length of the station from start to end and 
whether the train will stop or not at the specific 
station are all recorded to the database. The first 
module arranges the input raw data for each unit 
length of the railway line and records limiting 
maximum speed because of curves, slopes, 
stations or crossings.  
 
Three main events occur during dynamic 
simulation depending on the current speed of the 
train and actual position on the line.   These events 
are, acceleration, constant speed and slowing 
down events. There are traction forces, resistance 
forces and braking forces affecting the vehicles’ 
motion. During the acceleration, the vehicle 
makes use of the traction force calculated from the 
traction force-velocity diagram. The difference 
between traction force and total resistance force is 
net force to accelerate the train. As speed 
increases, net force continuously decreases until it 
reaches a balance point where traction force is just 
equal to total resistance force. Whenever there is a 
positive net force, train is capable of accelerating, 
that is to speed up.  
 
Dynamic simulation module consists of program 
sections that provide speeding up, constant speed 
and slowing down with a main control program 
section, which puts either of them into execution. 
The time increment of continuous simulation is 
0,01 seconds during which the train will not travel 
more than the distance increment of the organized 
line data. The simulation scheme is shown in 
Figure-3. 

Variables 
Constants 

Appointed 
values 

Definition 

wc  2.1 
Train air resistance factor 

A  10.5 Front face cross-section area of vehicle 

v  - Speed of vehicle, km/hour 

R  - Radius of curve, m 

s  - Slope, %o  

gm  419 
Weight of train, ton 

g  9.81 Gravitational acceleration, m/s² 

dc  2.5 
Powered Axle revolving factor  

dm  90 
Total axle load of powered axles, ton 

rc  2 
Revolving factor of non actuated axles 

rm  329 
Total weight of non actuated axles 

gv  - 
Opposite wind speed, km/h 

360

SIMS 45

Proceedings of SIMS 2004
Copenhagen, Denmark, September 23–24, 2004

www.scansims.org



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The acceleration obtained by net force summer 
can be used to calculate the speed and the 
distance. The records like, slope value, curve 
radius can be read from the database 
corresponding to the distance travelled. For the 
calculation of speed and distance, integrators use 
the following equations,  
 
 
                                                                            (9) 
 
 
                                                                          (10) 
   
 
 
where: a, v and x are acceleration, velocity and 
distance respectively. Vehicle will accelerate by 
making use of maximum of the traction forces, if 
there is no speed restriction. Technically, vehicle 
will reach the maximum speed in this condition. 
When the vehicle reaches the maximum limited 
speed on the line, by decreasing the traction forces 
until the level that will just balance the resistance 
forces, vehicle travels with a constant speed. This 
is similar to reducing the traction level in the 
actual case. This situation is realized in the 
constant speed module of the dynamic simulation 
program.  

 
The deceleration module of the program will be 
active while the vehicle is moving with a certain 
speed, there will be a lower speed restriction than 
it’s actual speed in the forward section of the line. 
This speed limitation can occur because of the 
curves, stations and crossing or planned station 
stops. For these coming events, program will 
decrease its speed continuously to the limit value 
without exceeding the allowed deceleration level 
by making forward simulations in every step. For 
this purpose, the current speed and the first speed 
limit at a distance ahead of train are compared and 
the distance to decelerate to that limit speed 
without exceeding the deceleration comfort limit 
is calculated. Whenever remaining distance is 
equal to that calculated safe decelerating distance, 
train starts reducing its speed until it reaches the 
speed-limiting zone. At constant limit speed train 
travels until speed-limiting distance is passed. 
Then, further conditions of the line are taken into 
execution by one of the three the program module. 
  

4. Results and Discussion 

 
The first module organized the speed restrictions 
of the line, by organizing the database. The 
integrity and validity of these data are examined 
by comparing them with the real line values. 
Program was operated for one-way direction 
between Istanbul-Ankara route for tilting trains 
and loco-trains. At Bostancı, Izmit, Arifiye and 
Eski3ehir stations two minutes planned stoppages 
have been realized. The station entry speed for 
every station is limited to 70km/h and the station 
switch exit speed is limited to 90km/h. Between 
Haydarpa3a-Gebze and Sincan-Ankara suburban 
areas, only 120km/h maximum speed is allowed 
due to safety regulations. For the speed 
restrictions and stoppages, the program has been 
operated for the decelerations 0.5, 0.7 and 1 m/s². 
The reason for choosing these different 
decelerations is the passenger comfort. The 
deceleration, 1m/s², resulting in worst comfort is 
selected for the calculation of minimum travelling 
time.  
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Figure -3. Simulation scheme.  
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Simulation resulted in following travel times for 
different decelerations. (Table 3) 
 
Table 3: Tilting train travel time  

Deceleration  
0.5      
m/s² 

0.7     
m/s² 

1       
m/s² 

Travelling Time 
(hour: minute) 

5:03 4:58 4:54 

 
The simulation program has run for the loco-
train with the same decelerations in the same 
route line and in Table 4, the results are given.  
 
Table 4: Loco-train travel time  

 
Speed- distance diagram of tilting body train 
between Istanbul – Ankara line for the maximum 
deceleration level of 0.7m/s2 is shown in Figure 
4. The average speed for the tilting train is about 
117 km/hour and for the loco-train is 104 
km/hour. When the total travelling times are 
examined, it is seen that the tilting train has 
travelled the route in 4 hours 58 minutes and the 
loco-train has travelled the same route in 5 hours 
34 minutes, which is 36 minutes more than the 
other, which corresponds to nearly %12 more 
travelling time for the loco-train.  
 
The railway administration requires a maximum 
2 hours 28 minutes travelling time for the 236 

km section between Gebze-Inönü which is the 
most problematic part of the total line between 
Istanbul-Ankara because of the narrow curves 
and high slopes. The loco-train travels this line 
section in 2 hours 31 minutes under 0.7m/s² 
deceleration condition, therefore almost satisfies 
this requirement.  
 
The difference in the travelling times is because 
of the capability of the tilting train to travel with 
a 30% more speed capability than loco-trains in 
the curves. In the line sections where the curves 
are dense, the tilting train has performed better 
than other as expected. The result of 
rehabilitation works on the lines in the parts with 
narrow curves will affect both of the alternatives 
in the same ratio. Therefore, the line 
rehabilitations will keep same percentage 
difference in travelling time although travel time 
will decrease for both of them.  
 

5. Conclusion 
 
Dynamic simulation study for railway vehicles 
has provided comparison of performances of 
different trains on the railway lines under 
investigation. Therefore, valuable information is 
obtained by the railway administration before 
making investment to new fleet purchasing and 
operating decisions. Besides, various scenarios 
such as different train configuration, other 
planned stops at stations and run on different line 
routes can be designed to see the performance of 
a train and to make preliminary schedule of the 
arrival times to destinations. 
 

Deceleration 
0.5      
m/s² 

0.7     
m/s² 

1       
m/s² 

Travelling Time 
(hour: minute) 

5:38 5:34 5:30 

   Distance (km) 
 
Figure 4. Speed versus distance diagram for Istanbul –Ankara railway line (576 km.) 

Speed (km/h) 
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Abstract 

A nonlinear state-space model with five states describing a one pass smoke tube boiler has been 
formulated. By means of mass- and energy-balance the model describes the dynamics of the Furnace, the 
Convection Zone and the Water/Steam Part and the three sub models are merged into an overall model. The 
model is further linearized for use in a linear control design. The simulations have been carried out by 
means of MATLAB/SIMULINK and the models have been verified with measurements from a full scale 
boiler plant. Parameters in the model that are difficult to calculate have been estimated and the method used 
is the Prediction Error Method.    
 
Keywords: Boiler dynamic, nonlinear modeling, Simulation, Parameter estimation and Simulink.    

 

Nomenclature list   
 

pc  
Kkg

J
⋅

 specific heat capacity 

m�  
s

kg
 mass flow 

q�  
s
J  energy flow 

uH  
kg
J  calorific value 

M  kg  mass 

U  J  internal energy 

α  
Kms

J

⋅⋅ 2  coefficient of heat transfer  

v  
kg
m

3

 specific volume 

h  
kg
J  Enthalpy 

P  Pa  Pressure 

L  m  Level 

T  K  Temperature 

V  
3

m  Volume 

βα ,   Parameters 

ρ  3m

kg
 Density 

A 
2

m  Area 

 

Subscripts 
 

b  bubble 

fp  flue gas pipe 

fw  feed water 

fn  furnace 

r  radiation 

c  convection 

s  steam 

w  water 
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1.  Introduction 

A dynamic model of the boiler covering the 
furnace-/convection and the water-/steam part 
has been formulated. In order to make a dynamic 
model of the boiler, the input and output of the 
system must be identified. Further, the boiler is 
decomposed into three sub models consisting of 
the furnace, the convection part and the water-
/steam space. Finally, the three models are 
collected to form the dynamic model of the 
boiler. The most of the model is described by 
using mass- and energy balance. This is done 
since most of the boiler dynamics are captured in 
these general equations. Simulation of the model 
has been carried out by Matlab/Simulink. For 
verification of the model, testing has been 
carried out on a full scale test plant where 
measured output data are compared with the 
simulated output. Parameters which are difficult 
to calculate are estimated by minimize the 
prediction error. To find the optimum, Gauss-
Newton algorithm is used. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.1: Principle of the boiler type 

2.  Inputs and Outputs 

Before the system is decomposed input and 
output of the model are identified. The overall 
goal is to control the water level and the steam 

pressure more efficiently and the controllable 
inputs to the boiler are the amount of feed water 

and fuel/combustion air. The fuel/air ratio is 
mechanically fixed, which means that, from a 
control point of view, the system is a two inputs 
and two outputs system.  

The mentioned two inputs are incomplete to 
describe the model satisfactory. It is therefore 
necessary to expand the number of inputs to give 
more specific information. The mass flows 
entering the system are fuel, air and feed water 
and the mass flows out of the system are steam 
and flue gas. All the mass flows enter and leave 
the system with a certain temperature, and 
together with the mass flows this express the 
amount of energy transported through the 
system. If no losses through the walls are 
considered the global mass and energy balance 
can be derived. Figure 2.2 illustrate all input and 
outputs.    

 

Figure 2.2: Inputs and outputs to the boiler 

model. 

 

As illustrated on figure 2.2 the temperature from 
the furnace and the flue gas, are simulated. 
These two signals are only used to calculated the 
heat transfer from the furnace to the water and 
from the convection part to the water, and 
thereby have a more precisely estimation of the 
individually heat transfer coefficients. It shall 
also be mentioned that the mass flow of the 
steam is used as an input to the model even it is 
an output of the boiler.      

3.  Sub-system models 

In order to simplify the modeling process the 
boiler is decomposed into 3 sub models: one 
contain the furnace, one contain the convection 

part and one contain the water/steam part. 
Figure 3.1 shows the interaction between the 
different sub-systems.
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Figure 3.1: Sub-systems of the boiler. 

 

 4.  Modelling 

When modelling the process the following 

assumptions are made: 

• Water and steam is always in a 

saturated state. 

• Metal parts in the furnace, convection 

part and the water/steam space have 

the same temperature as water and 

steam. 

• The heat transfer from the convection 

parts to the steam is negliciated. 

• All losses through the walls of the 

boiler are negliciated 

 

4.1 Furnace 

The dynamic behavior the air in the furnace is 

captured by the following energy balance equation: 

4.1.1)  
0=−
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→

→
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wrfnairfuel

�

����

 

where each component can be written as: 
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By rearranging equation (4.1.1) and insert equation 
(4.1.2) the following expression can be derived:  

 

4.1.11) ( )
fnfnpfn

fuel

cV

qqqqq

dt

Td

ρ⋅⋅

−−−+
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,

fpwcwrair

fn
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4.2 Convection part 

The dynamic behavior of the air in the convection 
part is captured by the following energy balance 
equation:  

4.2.1) 0=−−− →
dt

dU
qqq

fg

wfgfgfn
���  

 
Each component can be written as: 
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4.2.2) fgfgpfgfgfgfg TcMhMU ⋅⋅=⋅= ,  

 

4.2.3) ( ) 2
1⋅+= fgfnfg TTT  
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4.2.7) fgfgfg VM ρ⋅=  

 
Inserting equation (4.2.1) into (4.2.2) yields:  
 

4.2.8) 

fppfpfp

wfpfpfnfp

cV

qqq
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ρ
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4.3 Water/steam part 

To model the dynamic behavior of the system 
figure 4.1 illustrate the interaction of mass and 
energy flows between the furnace/convection part 
the feed water, the water and the steam.  
 
 

 
 

Figure 4.1: Model of the water/steam space. 
 

 
The total volume of the water and steam in the 
boiler is given as: 
 

4.3.1) bswt VVVV ++=  

 
The total mass balance for the water/steam is given 
as: 
 

4.3.2) ( )( ) sfwwwbss mmVVV
dt

d
�� −=++ ρρ  

 
differentiation (using chain rules) and rearranging 
the equation results in the following expression: 
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The total energy balance for the water/steam space 
is given as: 
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i.e 
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where 
 

4.3.6) wfgwcwrw qqqq →→→ ++= ����  

 
Differentiating (using chain rules) and rearrange 
equation 4.3.5 can be written as: 
 

sm� sq�

wq�

wV

sV

fwm� fwq�

sbm →
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The mass balance for the water and steam under 
the water level is [7]: 
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An expression to describe the flow sbm →
�  is 

needed. For this purpose the mass balance for the 

bubble in the water is expressed as: 
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The mass flow of evaporation from the water to the 
steam space is described as an empirical equation 
[7] given as:  
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Combining equation 4.3.9 and equation 4.3.10 and 

isolating sbm →
� gives: 
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Inserting equation 4.3.11 in equation 4.3.8 and 
after differentiation (using the chain rules) the 
equations can be written as:   
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Combining equation 4.3.3, 4.3.7 & 4.3.12 yields: 
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which is an ordinary set of differential equations 
(ODE). 
 
 

5. Parameter estimation 
 
In the model there are five parameters which are 
not well determined using theoretical methods. 
These are determined using Prediction Error 

Method [6] and the performance function )(θF  is 

defined as: 
 
   

 ( ) ( )( )
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11
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 ( ) ( ) ( )θθε ,ˆ, tytyt −=  

 

where ( )θ,ˆ ty  is the predicted output from the 

model dependent of the parameter vector θ , y is 

the measured output from the plant and ( )θε ,t  is 
the prediction error. The algorithm used to find the 
minimum of the prediction error is Gauss Newton 

[6]. The parameters which are estimated are cα , 

rα , fpα , α  and β . The parameter estimation 

was based on experimental measurements on a full 
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scale 3 ton/h plant. The measurements were carried 
out in open loop where regulators for water level 
control and pressure control were removed. The 
load was 50 percent with pressure at 7 bars. All 
estimated parameters fit very well with calculated 
values, see [2] and [10]. The results are seen in 
table 5.1. 
 

[ ]KmJc

2α  22.14 

[ ]42 KmJrα  5.17e-9 

[ ]KmJfp

2α  115.65 

[ ]kgα  2.93 

[ ]⋅β  0.87 

 

Table 5.1: Values of estimates coefficients 

 

6. Verification of the nonlinear 

model 
 
Verification of the nonlinear model is carried out at 
50 percent load with pressure at 7 bars. The results 
are seen in figure 6,1, 6.2 and 6.3. The 
measurements seen in figure 6.1 are also used to 
estimate the parameters listed in table 5.1.  The 
results in figure 6.1, 6.2 and 6.3 show that there is 
very good agreement between the model and the 
experimental data. Note that shrink and swell effect 
is captured very well by the model. 
 

 
 

Figure 6.1: Step response on fuel flow   

 
Figure 6.2: Step response on feed water flow   

 
 
 

 
Figure 6.3: Step response on steam flow   

 

7. Linear model 
 
To construct a linear controller it is necessary to 
linearize the model. The principle used is to 
calculate the terms of a Tayler-series expansion 
and then insert the operating point in the equation. 
The principle is illustrated as: 
 

 

y
yy

xx

dy

yxdf

x
yy

xx

dx

yxdf

yxfyxf

ˆ
,),(

ˆ
,),(

),(),(

⋅
=

=

+⋅
=

=

+≈

 

where xxx −=ˆ and yyy −=ˆ are the small-

signals values, and x and y  are the operating 

points. 
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The operating points for the variables in the models 
which have to be found are: 

fwairfuelbwsfwfuelairfgfn mmmVVPTTTTT ��� ,,,,,,,,,,

 and sm� . sP and fwm�  can be chosen to the desired 

operating point. When wL also is chosen then 

wV and bV can be calculated by equation 4.3.12 

utilizing that wwwb VVALV −+= 0 . In steady 

state fws mm �� = . Using the fact that there is a 

fixed ratio between airm� and fuelm� , airm�  can be 

removed. fuelair TT ,  and fwT are regarded as 

disturbances and known from measurements. 
Finally there are three unknown variables 

( fgfn TT , and fuelm� ) and three equations (4.1.11, 

4.2.8 & 4.3.7). These operating points were 
calculated by the MATLAB function trim. 
 
The linear model is formulated as a state space 
model and given by equation 7.1: 
 

  dDuBxA
dt

xd ˆˆˆ
ˆ

++=  

 

 [ ]Tbwsfpfn VVPTTx =ˆ  

7.1)  

[ ]Tfwfuel mmu ��=ˆ  

 

 [ ]T
fwfuels TTmd �=ˆ  

    
and the output matrix equation is given by: 
 

 xCy ˆˆ =  

 

 x

AA

y

ww

ˆ11
000

00100
ˆ

�
�

�

	






�

�
=  

 
The linear model is calculated by the MATLAB 
function linsim. 
 

8. Verification of the linear model 
 
Verification of the linear model is also carried out 
at 50 percent load with pressure at 7 bars. The 
results are seen in figure 8.1, 8.2 and 8.3. The 
results shows that the dynamics behavior is 
captured well and a slightly difference in the static 

behavior. In spite of the slightly difference of the 
static behavior the linear model is suitable for 
model-based control.   
 

 
Figure 8.1: Step response on fuel flow 

 

 
Figure 8.2: Step response on feed water flow   

 
 

 
Figure 8.3: Step response on steam flow   
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9. Conclusion 
 
A nonlinear physical model that is suitable for a 
model-based control has been presented. The 
model is based on physical parameters for the plant 
and can easily be scaled to represent any One Pass 
Smoke Tube Boiler. The nonlinear model agrees 
well with experimental data. In particular the 
shrink and swell phenomena are well captured by 
the model. The novelty in the model is the 
empirical equation.  In order to be able to 
implement a linear controller the model was 
linearized and the linear model proved to inherit 
the properties of the nonlinear model. In the future 
the linear model will be utilized for designing a 
multivariable controller and test with the new 
controller design will be carried out on the test 
plant.     
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Abstract 
In this work, the aerodynamics and particle flow patterns in the human nose are simulated by 

Computational Fluid Dynamics (CFD). The simulations were carried out by use of Fluent, and 

the volume grid was generated by Tgrid. To be able to perform successful CFD-calculations of 

the nose, construction of a proper surface grid of the nasal cavity was mandatory. A high 

resolution CT-scan was the first part of this process, whereafter the 3-dimensional surface 

geometry was created by a pipeline of image segmentation and- geometric modification steps. 

The work described in this paper was initiated by a Norwegian company (OptiNose AS) 

developing a patented concept for efficient nasal delivery of drugs and vaccines. The objective 

of the article is to show how CFD can be applied as a tool to visualize and demonstrate the 

basic features of this technique and how it can be used to further optimize design and function 

of novel delivery devices based on the bi-directional concept. It is worth of notice, that the 

complexity of the nasal airway represents considerable challenges for CFD computations. This 

article shows, however, promising results on the issue. The simulations in Fluent are carried out 

with a reasonable range of flow rates and particle sizes typical to nasal delivery.  

Keywords: Computational Fluid Dynamics (CFD), Fluent, nose. 

                                                 
* Corresponding author. Phone: +47 3557 5190, Fax: +47 3557 5001, E-mail: marit.kleven@hit.no 

 

Nomenclature 
A Projected area of particle [m2] 

CD Drag coefficient 

Fi Source term [kg/(m2©s2)] 

g Gravity force [m/s2] 

mp Particle mass [kg] 

p Pressure [Pa] 

t Time [s] 

u Velocity of the gas phase [m/s] 

up Particle velocity [m/s] 

Vp Volume of particle [m3] 

xp Particle position [m] 

o Viscosity of the gas phase [kg/(m©s)] 

と Density of the gas phase [kg/m3] 

 

とp Particle density [kg/m3] 

vij The stress tensor [Pa] 

 

Introduction 
The apparent external nose surrounds the nostrils 

and one-third of the nasal cavity, which according 

to Mygind [1] in its entirety consists of a 5 cm high 

and 10 cm long chamber. The nose consists of two 

nasal passages, which are separated by the nasal 

septum. The internal walls opposite the nasal 

septum have ridges formed of bone, i.e. conchae or 

turbinate bones. Several bones, the frontal, 

sphenoid, ethmoid and maxilla, contain hollow air-

filled spaces, i.e. the sinuses. The olfactory mucosa 
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is situated in the roof of the nasal cavity, with 

correspondence to the brain. Approximately 1.5 cm 

from the nostrils is the narrowest and most 

resistive portion of the entire airway, i.e. the nasal 

valve. After passing through this narrow region, 

the air stream enters the nasal cavity, where the 

cross sectional area is much greater. According to 

Proctor [2], the direction of the air stream 

undergoes a bend of nearly 90ﾖ at this juncture. 

The bilateral airstreams increase in velocity as they 

join in the nasopharynx, which is the upper part of 

the throat, where another change in direction 

occurs.  

 

The narrow and bent nasal geometry is essential 

for the important physiological functions of the 

nose, e.g. the ability to act as a filter and air-

conditioner protecting the lower airways from 

harmful exposure. Nasal delivery is considered for 

an increasing number of existing and new drugs 

and vaccines. The narrow flow passages offer 

many challenges for efficient nasal delivery of 

drugs and vaccines. Current nasal delivery devices 

have major disadvantages and there is a 

considerable potential for improvement. 

 

The flow of particles and droplets in fluids has a 

wide application in industrial processes, and CFD 

models are often used to study such problems. The 

objective for this work is to increase the 

knowledge of the particle-gas flow inside the 

human nose. Since CFD is a very useful tool when 

analyzing process equipment, it seems reasonable 

also to use this tool in the study of gas/particle 

flow. The complexity of the nasal airway and its 

physiological roles represent considerable 

challenges for CFD computations. The initiative to 

increase the knowledge of nasal aerodynamics 

came from the Norwegian company OptiNose AS, 

developing novel nasal delivery devices based on 

their patented delivery concept. The novel bi-

directional nasal delivery concept takes advantage 

of the posterior connection between the nasal 

passages persisting when the soft palate 

automatically closes during oral exhalation, closing 

of the nasopharynx from its communication with 

the main pharyngeal airway. Exhalation into the 

delivery device triggers release of liquid or powder 

particles into an airflow, which enters one nostril 

via a sealing nozzle and exits through the other 

nostril. The aim of this article is to show how CFD 

can be applied as a tool to visualize and 

demonstrate the basic features of this technique 

and how it can be used to further optimize design 

and function of bi-directional delivery devices. 

CFD computations can increase the efficiency of 

device development and reduce the need for 

expensive and time consuming laboratory 

experiments. Thorough validation against physical 

experiments is of course essential for the reliability 

and value of such CFD computations. 

 

Surface mesh generation 
To be able to perform successful CFD-calculations 

of the nose, construction of a proper surface grid of 

the nasal cavity was mandatory. The first step of 

the modelling process was to acquire a high 

resolution CT-scan (The National Hospital, 

Norway). One of the authors was imaged in a CT 

scanner, generating 109 slices of the nasal 

geometry with 1 mm between each slice. Prior to 

further processing, these data were segmented, that 

is, each voxel in the data was given a  unique label 

indicating whether it belongs to the airway or not. 

This is a classical problem in image processing, 

and many possible methods exist. We used a 

Markov Random field based method as these 

produce particularly smooth interfaces between the 

different groups of voxels, see Derin and Elliott 

[3].  

 

The next step in the process was to produce 

geometry from the segmented image data, a 

surface triangular mesh that modelled the surface 

of the nasal cavity. The mesh was later used as 

input to the volume grid generator and was to 

comply with a set of constraints and quality 

measures dictated by the grid generator and the 

CFD software. These measures can be divided in 

two categories; geometric quality and mesh 

quality. We wanted on the one hand a mesh that 

closely modelled the geometry of the surface of the 

nasal cavity and on the other hand a mesh 

configuration that gave high quality volume grids 

of the cavity itself. Our overall strategy was to first 

generate an initial mesh directly from the 

segmented image. This mesh was typically 

unsuitable for the grid generation step, with far too 

many triangles, topological and geometric artefacts 

and suboptimal mesh structure. We therefore took 

a number of steps such as smoothing, decimation, 

refinement and mesh optimization to enhance its 

quality. Due to the often competing requirements, 

the nature of the enhancement process was 

iterative. 

374

SIMS 45

Proceedings of SIMS 2004
Copenhagen, Denmark, September 23–24, 2004

www.scansims.org



Initial mesh generation 
Our first step was to employ the Marching Cubes 

(MC) algorithm of Lorensen and Cline [4], which 

in this setting can be seen as to extract the surface 

of the segmented voxels in a consistent and 

efficient manner. The resulting mesh revealed 

artefacts such as topological holes stemming from 

inaccuracies in the segmented data. One of the 

requirements to the mesh was that it had the correct 

topology and was a closed surface without 

singularities and self intersections. We found it 

convenient in this situation to go back to the 3D 

image and remove the artefacts in the images 

before generating an updated mesh with the MC 

algorithm. After that, the mesh was pruned for 

irrelevant parts and holes where filled by manually 

editing the mesh. Figure 1 illustrates the initial 

mesh generated with the marching cubes 

algorithm. Here, we can see the placement of the 

device in the left nostril.  

 
Figure 1: An initial mesh generated with the 

marching cubes algorithm. 

 

Having successfully obtained a surface mesh with 

the right topology we could begin enhancing the 

geometry of the model. 

 

Smoothing 
The next step was to smooth the initial mesh, 

getting rid of the jagged geometry visible in Figure 

1. One important requirement during the surface 

mesh production was that the mesh should be 

geometrically smooth whenever the underlying 

model was smooth. We used variants of Laplacian 

Smoothing, see Taubin [5], as it is a 

straightforward and common smoothing method. It 

is based on mesh topology alone and thus does not 

respect the local geometry of the mesh very well, 

especially where neighbouring triangles differ 

significantly in size. A more sophisticated method 

is presented in Desbrun et al. [6] where the 

intrinsic geometry of the surface is taken into 

account, giving a better geometric smoothing. We 

also found a rather effective smoothing method 

that we called “barycentre” smoothing as it 

amounts to moving each vertex to the average of 

the positions of its mesh neighbours. The first two 

methods where typically iterated until we got a 

visually pleasing mesh. The barycentre method on 

the other hand is very effective with one or two 

steps sufficient. A side effect that we learned to 

appreciate was that it also improved triangle shape 

significantly with many triangles being smoothed 

to be nearly equilateral. All of the smoothing 

methods mentioned had the tendency to shrink the 

volume enclosed by the surface. We countered this 

problem with a common workaround: scaling the 

vertex positions such that the volume remained the 

same after each smoothing step. 

 

Decimation 
The next step was to reduce the number of 

triangles down to a size that was manageable for 

the grid generator, typically 100 000 triangles. 

Mesh decimation algorithms such as the one in 

Garland and Heckbert [7] are typically based on a 

primitive mesh decimation operator such as the 

half edge collapse; a vertex is removed by 

identifying it with a neighbouring vertex, reducing 

the number of triangles with at least two. In 

addition a norm measuring the quality of the mesh 

is used. Based on this, a standard “greedy” strategy 

can be employed, where one in each step perform 

the decimation operation that reduce the geometric 

quality the least. In other words, we reduce the size 

of the mesh while keeping the most significant 

geometric information. In addition a set of 

constraints can be built in, such that e.g. operations 

that produce badly shaped triangles are not 

allowed. In principle we could have used the 

criterions listed in the section above to guide the 

decimation process, but we found that it was not 

necessary to maintain high mesh quality during the 

decimation process. We thus employed the 

algorithm described in [7] where the most 

important optimization criterion is geometric 

approximation quality. The other quality criterions 

were taken into account at a later stage. We 

reduced the number of triangles from more than a 

million to around 75 000 which amounted to 75% 

of our triangle budget. This gave us good enough 

approximations while leaving enough room for 

later refinement if necessary.  
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Optimizing tr iangle shapes 
The next step was to improve the triangle shapes 

and distribution. One could think of this as the 

problem of redistributing the triangles so that they 

obtained better shape, while still representing 

roughly the same geometry. The input mesh to the 

grid generator must have nicely shaped triangles; 

ideally all triangles should be equilateral. 

“Skewness” measures how far a triangle is from 

being equilateral. An equilateral triangle has 

skewness 0 while a degenerate triangle has 

skewness 1. Our objective was to minimize the 

overall skewness and avoid triangles with 

skewness above 0.75. 

 

The methods we used to optimize over skewness 

fall into two categories, optimizing over either 

vertex positions or vertex connectivity. We found 

the Laplacian Smoothing type of techniques 

described above particularly effective. The reason 

for the effectiveness was that these methods are 

based on averaging the geometry and thus the 

resulting mesh stays close to the geometry of the 

initial mesh. One step of barycentre smoothing was 

very effective in that respect. The other type of 

method we used was based on keeping the vertices 

of the mesh fixed while optimizing the vertex 

connectivity. The basic operation in the former 

type of method is the edge flip seen in Figure 2.  

0.92

0.88

a)

0.20

0.12

b)  
Figure 2: Edge flips improve the overall skewness 

of the triangle mesh. 

 

We used the local optimization (LOP) technique 

[8, 9] with the cost for a triangle amounted to an 

exponential function of its skewness, on the form 
p

i Csc ? , with C=10 and p=5. This ensured that 

triangles with high skewness were punished hard. 

The cost function in the LOP algorithm was the 

sum of this expression over all triangles. We also 

tested more advanced optimization techniques 

based on simulated annealing but concluded that 

the simple LOP algorithm was equally effective 

and produced meshes with few skew triangles. If 

there where still triangles with high skewness we 

improved their quality manually. 

 

 

 

Refinement of “thin” areas 
The grid generation process produces volumetric 

grids with element size proportional to the size of 

the surface triangles. In fact, a surface triangle in 

the input mesh ends up as a facet of a tetrahedron 

in the volumetric mesh. Therefore it is of vital 

importance that the density of the surface triangles 

is adapted to the thickness of the geometry. In 

other words, the size of the surface triangles is 

required to be proportional to the thickness of the 

geometry, with small triangles in thin regions. 

Thickness of the geometry could be defined in 

different ways. We define the thickness in a point 

on the surface to be the interior distance to other 

parts of the surface. In practice we estimated the 

local thickness at a triangle by measuring the 

distance to the nearest triangle in the interior 

normal direction. Due to the instable nature of 

these calculations, we employed a median filter to 

obtain consistent thickness values throughout the 

mesh. We found the results of this method 

satisfactory and sufficient for our purposes. 

Defining also the size of a triangle to be the length 

of its longest edge, we required the local thickness 

to be a factor 5 of the triangle size. We allowed in 

other words the volume to be at approximately five 

elements thick. In practice we adapted the local 

triangle density by adaptively refining the mesh in 

thin areas, splitting edges in two and dividing the 

triangles in smaller triangles. We repeated the 

following steps until our thickness criterion was 

met: 
‚ Associate thickness with each triangle. 

‚ Split triangles with too high triangle size to 

thickness-ratio. 

‚ Optimize the split triangles with respect to 

triangle shape. 

 

Partitioning the final sur face mesh 
After the above steps we would have a final 

surface mesh that met all our requirements with 

respect to geometric- and surface mesh quality. 

The final step was to divide the mesh into logical 

partitions each consisting of a set of connected 

triangles that would model inlet/outlet or other 

areas of special interest. We assigned each triangle 

to one unique partition and used this as part of the 

mesh description. The nature of the inlet/outlet 

partitions allowed us to use a simple region 

growing algorithm based on surface normals. We 

subsequently edited the partitions manually to 

376

SIMS 45

Proceedings of SIMS 2004
Copenhagen, Denmark, September 23–24, 2004

www.scansims.org



obtain visually smooth partitions. The final surface 

mesh is shown in figure 3.  

 
Figure 3: The final mesh modelling the surface 

nasal cavity. 

 

Volume mesh generation 
Figure 3 above shows the final mesh modelling the 

surface nasal cavity. By use of the default 

algorithm included in Tgrid, i.e. the highly 

automated Delaunay method [10], tetrahedrons in 

the nasal cavity volume were generated. The cell 

quality was tested in Tgrid, to ensure a proper grid 

for the simulations. This was done by investigating 

the degree of skewness, this time based on 

comparison of the cell’s shape to an equilateral 

cell. Again, the skewness range is between zero 

and one, where zero skewness is optimal and a 

skewness of one indicates a degenerate cell. 

 

Simulations 
The mesh developed throughout the described 

process was imported into the CFD code Fluent. 

This code provides comprehensive modelling 

capabilities for a wide range of fluid flow 

problems, where a useful group of models is the 

multiphase flow models. According to Fluent [11], 

there are currently two approaches to the numerical 

calculation of multiphase flows; Euler-Lagrange 

approach and Euler-Euler approach. In this work, 

i.e. an analysis of a gas-particle flow, the discrete 

phase model (DPM) is used. This model follows 

the Euler-Lagrange approach. The gas phase is 

treated as a continuum by solving the Navier-

Stokes equations, i.e. the conservation equations. 

In addition, the DPM performs Lagrangian 

trajectory calculations for the dispersed phase, i.e. 

the particles, including coupling with the 

continuous phase. In modelling, particles include 

both solid particles and droplets.  

 
The fate of a particle in the air passage will be 

influenced by the dimensions of the space through 

which it passes and the nature of the airflow in that 

passage. The characteristics of air flow of 

importance are the velocity of the stream, bends in 

the passage, and the degree of turbulence of flow 

when the flow is turbulent. Other factors that 

influence the deposition and absorption of the 

medicaments from a nasal spray include particle 

size, particle size distribution, shape and density 

[2, 12]. The angle of the spray nozzle piece in the 

nasal vestibule and particle velocity from the 

nozzle also contributes. The latter was considered 

in this work, but will not be addressed in this 

paper. 

 

The simulations were carried out with reasonable 

values for high and low air flows and different 

particle sizes. The distribution of particle sizes in a 

nasal spray was not considered. It was assumed 

that the density of the particles is equal to that of 

water. This is reasonable, because most nasal 

medications are diluted with water. It is 

furthermore assumed that the particles are 

spherical, which for droplets is a quite good 

assumption. Forces considered for the particle 

movement are drag, gravity and inertia. Brownian 

movement can also be involved in the likelihood of 

deposition, but only in relation to very small 

particles, and thus not considered in this work. The 

effect of gravity will, in proportion to the particles 

mass, influence its tendency toward sedimentation 

downward. Inertia forces will affect the fate of a 

particle in proportion both to its mass and the 

velocity of the stream in which it is suspended. 

This force is of special importance in relation to 

bends in the air stream caused either by turbulent 

flow or by a change in direction of the air passage. 

The only forces included for the particle movement 

in the final model are the inertia and drag force. 

The gravity force will depend on the position of the 

head, and since it usually is not well-defined how a 

person is positioned when using the nasal spray, 

this force was neglected. However, the gravity is 

easy to include in the model. While testing the 

model, it was seen that the gravity force only was 

important for large particles. 

 

The flow in the nose is, according to Cole [12], 

neither turbulent nor laminar, but lies in the 
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transitional regime. Modelling a flow in the 

transitional regime is seen as a difficult task. Since 

the turbulence affects the distribution and uptake of 

medications in the nasal cavity in a positive 

manner, it was decided to simulate the airflow as a 

laminar flow in this study. This would rather 

under-estimate the degree of deposition than the 

opposite, if deviating from the real deposition 

pattern. Beyond, the conservation equations for 

mass and momentum for laminar flow are 

presented.  

 

Equations 
The equation for conservation of mass for the 

continuous phase, can be written as  
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The right-hand-side of (1), i.e. the source term, is 

set to zero, since there is assumed no mass added 

to the continuous phase from the dispersed second 

phase, e.g. due to vaporization of liquid droplets. 

Conservation of momentum in the ith direction in a 

non-accelerating reference frame is described by  
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The last term on the right-hand-side of (2), Fi, 

represents the contributions from the dispersed 

phase. The stress tensor vij is given by 
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The gas phase is treated as a continuum by use of 

the above equations, while the dispersed phase is 

solved by performing trajectory calculations. In 

this work, it is assumed steady state for the 

continuum, therefore, the transient terms in 

equations (1) and (2) can be neglected.  

 

The equation describing the velocity of an 

individual particle can be found by executing a 

force balance for one particle (vector equation);  
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The first term on the right-hand-side of equation 

(4) represents the drag force, and the next terms 

represent the gravity force. In addition we could 

have added other forces, like the lift force, virtual 

mass force and Basset force. During the 

simulations, only the drag force is included in the 

model. The other forces are easy to include, but not 

of importance in this study. Integrating equation 

(4) with respect to time yields the particle velocity. 

The time is the time from particle release. The 

position of the particle is calculated from 

p
p

u
dt

xd
?      (5) 

 

Numer ical solution procedure 
Fluent allows the use of either a segregated or 

coupled solver as the numerical method. In both 

cases, the CFD code will solve the governing 

equations for the conservation of mass and 

momentum. First, one divides the domain into 

discrete volumes using a computational grid. See 

Figure 3 for illustration of the surface mesh. The 

governing equations, described in the above 

section, are then integrated to produce a system of 

algebraic equations for the dependent variables in 

every computational cell, such as velocities and 

pressure.  

 

In this work, the numerical method is the 

segregated solver. By this approach, the equations 

for the conservation of mass and momentum are 

solved sequentially, i.e. segregated from one 

another. Several iterations of the solution loop, is 

then required to meet a converged solution. The 

fluid properties are first updated by an initialized 

solution, before the momentum equations are 

solved using current values for pressure and face 

mass fluxes, in order to update the velocity field. A 

pressure correction equation is then solved to 

obtain the necessary corrections to the pressure and 

velocity fields and the face mass fluxes such that 

continuity is satisfied. When inter phase coupling 

is to be included, the source term, Fi, in the 

appropriate continuous phase momentum equation 

is updated with the discrete phase trajectory 

calculations. For relatively small particle size and 

low mass flow, the coupling between the two 

phases is weak. Then, we can exclude the inter 

phase coupling, in order to increase the speed of 

the calculation. Finally, a check for convergence of 

the equation set is made, and iterations stop when 

the convergence criteria is fulfilled. Otherwise, the 

fluid properties are updated, based on the current 

solution, and the steps are continued until the 
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convergence criteria is met. 
 
Results 
A typical result from the simulations of bi-

directional flow pattern in Fluent is shown in 

Figure 4, where the nose geometry is included and 

a number of particles are released on the face of 

the left nostril medication unit. The figure shows 

the path of particles from the introduction into the 

left nostril and to the back of the nasal cavity, 

where the particles turn and follow the air stream 

out of the right nostril. The particle traces are 

coloured by the particle residence time. The colour 

scale in all the figures illustrates that the simulation 

results in this paper goes from red representing 

high values, to blue representing low values.  

 
Figure 4: Flow of particles in the nasal cavity with 

low air velocity and small particle size. The darker 

lines show the cross-sections. 

 

We can see from Figure 4 that the number of 

particles in the left nostril is considerably higher 

than in the right nostril. The difference in particles 

entering and exiting the nostrils is assumed to be 

the amount of particles that deposit in the nasal 

cavity. The same flow of particles seen from above 

is illustrated in Figure 5. 

 
Figure 5: Flow of particles with low air velocity 

and small particle size seen from above. 

 

We can also focus on the cross-sections of the 

nasal cavity, illustrated by the darker lines in 

Figure 4, and study the gas velocity distribution.   

 
Figure 6: The velocity distribution in the cross-

sections of the nasal cavity with a low air velocity. 

 

In the simulations resulting in Figures 4 and 5 the 

air flow is low. When increasing the air velocity, 

and simulating with the same size of the particles, 

less particles follow the air stream around the nasal 

septum and out the right nostril. Because of inertia 

the particles with higher velocity will not manage 

to follow the air flow and the particles hit the 

surface and deposition appears. Figure 7 illustrates 

this situation. 

 
Figure 7: Flow of particles in the nasal cavity with 

high air velocity and small particle size. 

 

As mentioned, the particle size greatly influences 

the deposition of particles from the nasal spray. 

Figure 8 is showing an equal number of larger 

particles being released on the face of the left 

nostril medication unit, compared to the particles 

being released in Figure 4. The air velocities in the 

two figures are identical. Figure 8 shows that when 

increasing the particle size less particles follow the 

air stream around the nasal septum and out the 

right nostril. This is due to inertia forces.  
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Figure 8: Flow of particles in the nasal cavity with 

low air velocity and large particle size. 

 

Comparison of the simulations with initial gamma-

scientigraphic studies is promising.  

 

Conclusions and fur ther  work 
The effects of increased velocity and increased 

particle size are seen. This work shows that by 

starting with a CT-scan in hospital, one can 

establish a nasal geometry surface mesh, a volume 

mesh, and then run simulations on the nasal cavity. 

It is thus possible, that CFD computations can 

increase the efficiency of device development and 

reduce the need for expensive and time consuming 

laboratory experiments. Thorough validation 

against physical experiments is of course essential 

for the reliability and value of such CFD 

computations. 

 

Analyzing the flow pattern more thoroughly, e.g. 

evaluating the need for testing different turbulence 

models included in Fluent, will be done in the 

future. Perhaps the use of one of the models will 

improve the results further.  

 

Since a nasal spray has a typical particle size 

distribution, it might be interesting to run 

simulations with such a distribution in the future, 

instead of equally sized particles.  
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Abstract 

Using model components in complex system modeling is sometimes difficult because many 
semantic properties that should be obeyed during the design are not formalized in the modeling 
language. There exist rules that users of the components should follow in order to create 
semantically, mathematically, and physically correct models. Program verification aims at 
proving that programs meet certain specifications, i.e. that the actual program behavior fulfils 
certain specified properties. Model checking is a specific approach to verification of temporal 
properties of reactive and concurrent systems. Verification is usually carried out by using model 
checking algorithms to demonstrate the satisfiability of certain properties formalized as logical 
formulae over the model of the system. The model checking approach has proven successful for 
models based on finite-state automata and is based on state space inspection. To realize the full 
potential of the simulated and modeled systems with Modelica it is important to verify important 
properties of models in order to ensure that they meet the required criteria. In this paper we 
describe an algorithm that translates a non-trivial subset of Modelica to the model checking 
language of HyTech.   

Keywords: Modelica, Model checking 

 

Nomenclature 

In the examples the following variables and 
symbols are used: 

alpha Time delay parameter in the 
railroad example  

app,exit Events indicating approach and exit 
of the train. 

clk1, clk2 Discrete variables storing time-
stamps. 

delay Stopwatch variable with time 
derivative 0 or 1.  

dy Time derivative of y. 

lower Boolean value that when becoming 
true tells the gate to close. 

open Boolean value representing the state 
of the valve. 

raise Boolean value that when becoming 
true tells the gate to open. 

t Time variable. 

v Velocity of the train. 

s1, …, s4 States of the hybrid automata. 

x Distance from the train to the gate. 

y Water level. 
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Introduction 

Modelica (Fritzson 2003 [1]) is an object oriented 
modeling language capable of describing 
heterogeneous physical system. To take full 
advantage of the modeling and simulation 
capabilities of Modelica it is desirable to be able 
to formally verify important properties of the 
model. In order to do that the discrete algebraic 
equations that the Modelica model results in must 
be translated into a form that a tool capable of 
performing automated program verification can 
use. The hybrid automata formalism is such a 
form where tools like HyTech (Henzinger et al. 
1997 [2]) and CheckMate (Kapinski and Krogh 
2002 [3]) can perform program verification. 

Model Checking 

Model checking (Clarke et al. 1999 [4]) is a 
technique to perform program verification over 
finite state concurrent systems in a fully 
automated way. It is done by exploring the state 
space of the system. Validation is carried out 
against a formal specification consisting of a set of 
formulas over the model of the system. These 
formulas usually express safety properties that 
should be fulfilled at all times or illegal states that 
the system should be proven never to enter. 

The two main advantages compared to other 
program verification techniques is  that it can be 
fully automated and that it produces a sequence of 
steps in the specification leading to the state that 
does not satisfy the specification. This makes 
model checking suitable for integration in 
automated debugging and verification tools.  

The specification consists of a temporal logic 
formula expressing the desired properties of the 
system. The notion of the Kripke structure is used 
to model the behavior of the system. A Kripke 
structure consists of a set of states and transitions 
between states. Each state also has a valuation for 
a set of properties that are either true or false in 
the state. A transition from one state to another 
represents a step in time that makes a 
distinguishable difference of the state of the 
system. A path in a kripke structure represents a 
computation of the system.   

Many systems lead to very large state spaces. In 
order to be able to handle this, symbolic 
algorithms can be used. This is especially 

important in model checking of hybrid systems 
since real valued variables are present and the 
value ranges of these variables need to be 
represented symbolically.        

A temporal logic often used in model checking is 
called Computational Tree Logic (CTL). CTL 
formulas describe properties of computation trees. 
A computation tree is formed by selecting one of 
the states in the kripke structure to be the initial 
state. The rest of the infinite tree is then formed by 
unwinding the kripke structure from the initial 
state. 

CTL formulas are composed of path quantifiers 
and temporal operators. Path quantifiers express 
properties of the branching structure of the tree. 
The two path quantifiers in CTL are A and E, 
representing “for all paths” and “for some path”, 
respectively. These are used at a state to express 
that some property holds for all or some of the 
paths starting at that state.  The temporal operators 
express properties of a path through the tree.  The 
five basic operators are presented in Table 1. 

 

Symb. Phrase Explanation 

X Next time Requires a property to hold 
in the second state of the 
path. 

F Eventually Requires a property to hold at 
some state along the path. 

G Always Requires a property to hold at 
every state of the path. 

U Until This operator combines two 
properties and requires that 
there is a state on the path 
where the second property 
holds and that at every prior 
to that state, the first property 
holds. 

R Release This operator also combines 
two properties and requires 
the second property to hold at 
every state up to and 
including the first state at 
which the first property 
holds. 

Table 1. Basic operators of CTL. 

CTL formulas are divided in two categories; state 
formulas and path formulas. State formulas hold at 
a specific state in the Kripke structure. Path 
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formulas hold along a specific path in the kripke 
structure. 

The syntax of a formula in CTL follows the 
following rules:  
All atomic propositions are state formulas. If f and 
g are state formulas then gfgff ∧∨¬ ,, are 
state formulas. If f is a path formula then E f and 
A f are state formulas. If f is a state formula then f 
is also a path formula. If f and g are path formulas 
then f¬ , gf ∨ , gf ∧ , X f , F f , 
G f , f U g , f R g  are path formulas. 

An example of a CTL formula that holds if when a 
request occurs then it will eventually be 
acknowledged: AG(Req �  AF Ack). 

Hybrid Automata 

Existing model checking tools for hybrid systems 
relies on the formalism of hybrid automata, which 
is an augmented form of finite automata where a 
finite set of continuous variables are allowed. 

The hybrid automaton is formally defined as 
follows: 

Variables: A finite set { }nxxxX ,...,, 21=  of real-

valued variables. E.g. y  in the Figure 2. 

Control modes: A finite set V of control modes. 
These correspond to states in a finite automaton. 

Flow conditions: A labeling function flow that 
assigns a flow condition to each control mode 

Vv ∈  The flow condition flow(v) is a predicate 
over the variables in XX ÿ� . While an automaton 
is in a control mode v the variables in X evolve 
along a curve such that at all point along the curve 
the values of the variables and their first derivative 
satisfy the flow condition. In Figure 2 the 
equations involving dy  represent the flow 
conditions.  

Invariant condition: A labeling function inv that 
assigns an invariant condition to each control 
mode v. The invariant condition inv(v) is a 
predicate over the variables in X. While a hybrid 
automaton is in a control mode v, the variables in 
X must satisfy the invariant condition inv(v). 
Represented in Figure 2 by the inequalities inside 
the ellipses. 

Initial conditions: A labeling function init that 
assigns initial conditions to each control mode v. 
The initial condition init(v) is a predicate over the 

variables in X. The control of a hybrid automaton 
may start in the control mode v when the initial 
condition init(v) is true. 

Control switches: A finite multiset E of control 
switches. Each control switch is a directed edge 
between a source mode Vv ∈ and a target mode 

Vv ∈′ . Control switches are denoted by arrows in 
Figure 2. 

Jump conditions: A labeling function jump that 
assigns a jump condition to each control switch in 
E. The jump condition jump(e) is a predicate over 
the variables in XX ′� . The symbols X refer to 
the values of the variables before the control 
switch and the symbols in X´ refer to the values of 
the variables after the control switch. The label 
delay’=0  in Figure 2 denote a jump conditions 
stating that the value of delay  is zero after the 
control switch. 

Events: A finite set ÿ of events and labeling 
function syn that assigns an event in ÿ to each 
control switch in E.  

This definition was taken from [2]. 

In order to be able to perform automatic analysis 
on hybrid systems certain restrictions have to be 
put on them. One such restricted class of the 
hybrid automaton is the linear hybrid automaton. 
In a linear hybrid automaton the flow conditions 
are predicates over the derivatives only, so that the 
derivative of a variable cannot be a function of 
any variable in X. Further more, the flow 
conditions, the invariant conditions and the initial 
conditions are convex linear predicates and for 
every control switch the jump condition is a 
convex linear predicate.  

HyTech 

HyTech is an automatic tool for the analysis of 
embedded systems. We decided to use HyTech as 
a target platform for our translator since it allows 
the symbolic verification and algorithmic analysis 
of hybrid dynamic systems. However, HyTech can 
only model linear hybrid automata, which is 
limiting for most of the simulation models 
expressed in Modelica. In order to overcome this 
limitation, we intend to extend our translator to 
generate code for HyTech+ (Henzinger et al. 2000 
[5]) and CheckMate. HyTech+ and CheckMate 
are both capable of verifying hybrid systems with 
general continuous expressed with linear and non-
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linear differential equations. The input to the 
HyTech tool consists of a definition of the 
automaton to check and an analysis section where 
the specification is represented. It is possible to 
enter more then one automaton, in which case the 
HyTech tool transforms them into a single 
automaton as its initial step.  In this step synclabs, 
synchronization labels in HyTech, can be used to 
synchronize control switches in different 
automata. Two control switches marked with the 
same synclab always triggers simultaneously.  

Translator algorithm 

Modelica is based on the mathematical formalism 
of DAE (Differential Algebraic Equations) while 
HyTech uses the linear hybrid automata 
formalism, therefore we must find a way to isolate 
the discrete control modes of the model in order to 
build an automaton that is equivalent to the 
original model.  Since HyTech only handles linear 
hybrid automata only Modelica models with state 
variables of constant derivatives can be translated. 
In models where both constant and variable 
derivatives exist it is possible to use program 
slicing (Hatcliff et al. 2000 [6]) to isolate the 
linear part if there are no dependencies from the 
linear variables to nonlinear variables.  

We start the translation by creating a startup mode 
and then create transitions to new modes for each 
Modelica when-equation that can be triggered 
from that mode. For each new mode the procedure 
is then repeated according to the stepwise 
description of the algorithm below. 

The steps of the algorithm 

Step one: Find all state variables (y  in the water 
tank example below) and add them as continuous 
variables to the HyTech model. Also add the clock 
variable t . In Modelica there is a built in variable 
time  present.  

Step two: Find all discrete variables that are used 
together with continuous variables in when-
equations (open  in the water tank example). The 
discrete variables that do not appear together with 
continuous variables are not added, but they may 
appear as synclabs later. 

Step three: Find the start value of all state 
variables and discrete variables and generate a 
starting control mode in the automaton. In the 

water tank example we have open=true  and y=1  
as the initial condition. 

Step four: Find all when-equations that can be 
triggered from this control mode. When-equations 
with conditions that are already true or cannot 
become true in the given mode are discarded; all 
other when-equations result in corresponding 
transitions in the hybrid automaton. In the water 
tank example we have delay(y,2) >= 10 and 

open . The other clause of the condition can never 
be triggered in this mode since dy  is positive. 

Step five: The new transitions result in new values 
for the variables and the derivatives. If there is an 
already added control mode that matches all the 
values, then make the transition point to that 
control mode; otherwise create a new mode in the 
automaton. For all added modes start over from 
step four. 

When-equations that only depend on discrete 
variables trigger only as a result of another mode 
switch, since discrete variables only change at 
events. If the when-equation that changes the 
discrete value resides in the same component then 
the transitions are merged into a single transition. 
If the source event resides in a different 
component a synclab is generated so that the mode 
switches in the two resulting automata occur 
simultaneously.  If there is no source event that 
can trigger the transition, then it is omitted. 

When a transition that has a guard involving 
continuous variables is added to the automaton, a 
corresponding inequality has to be added to the 
invariant condition of the control mode, otherwise 
the automaton would have the possibility to stay 
in the source control mode and not follow the 
transition.  

In Modelica there is a delay  operator that delays 
a signal a specified amount of time. In order to 
translate this into the hybrid automaton an extra 
control mode is inserted in transitions involving a 
delayed variable. This extra control mode is a 
copy of the source control mode of the transition 
where the delayed transition is replaced by a 
transition depending on a clock variable. See the 
WaterTank example below for details. 

Example 1: WaterTank 

This example is taken from the HyTech system 
user’s guide. Consider a water tank that is leaking 
water at a constant rate. When the water level falls 
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below five, a sensor signals a valve to open, which 
results in the tank being filled at a constant rate. 
However, the signal is delayed for two seconds 
before the valve reacts on it.  

When the water level reaches ten the valve is 
signaled to close, again with a two second delay. 
The Modelica code for such a system is shown in 
Figure 1. 

 

Figure 1. WaterTank in Modelica. 

The proposed algorithm would result in the 
automaton shown in Figure 2. In the figure each 
control mode is denoted by an ellipse and the 
arrows between them represent control switches. 
The slopes of the variables and the invariant 
regions are presented inside the ellipse. Each 
control switch is labeled by jump conditions, e.g.,  
“y ÿ 10 ”  and “delay’=0 ”, which state that in 
order for that control switch to take place the 
value of y before the switch must be grater than 
10 and the value of delay  after the switch is 0. 

Running HyTech on the resulting automaton 
shows us that the water level is kept between 1 
and 12 at all times.   
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Figure 2. WaterTank automaton. 

Example 2: Railroad crossing 

This example, also taken from the HyTech user’s 
guide demonstrates the ability to use model 
checking to calculate safe parameter values 

The example consists of a train that passes a 
railroad crossing. At a distance of 1000 m a signal 
is sent to the controller to lower the gate and 100 
m past the crossing a signal is sent to raise the 
gate. The parameter alpha in the controller is the 
delay from when the signal is sent until it is 
reacted upon. Here model checking is used to 
calculate safe values for alpha so that it can be 
guaranteed that the gate is closed whenever the 
train is closer than 10 m from the crossing. 

The Modelica model is divided into three 
components that are shown in the Figure 3, the 
Figure 4 and the Figure 6.  

 

Figure 3. Train model in Modelica. 

If we first look at the train model, the only state 
variable is x , so x  is added to the variables of the 
resulting automata. An initial control mode s1  is 
also added to the train automata. Since the 
derivative of x  is negative in the initial state only 
the event occurring when x  goes below 1000 is 
added as a transition from this state. A new 
control mode, s2 , is created as a target for the 
transition since there are no existing modes that 
match the variable values. In this control mode the 
only relevant event is when x  passes zero. This 

model WaterTank  
  Boolean open(start=true); 
  Real y(start=1); 
equation  
  when delay(y, 2) >= 10 and open  
    or delay(y, 2) <= 5 and not open  
  then 
    open = if pre(open) then  
 false else true; 
  end when; 
   
  der(y) = if open then 1 else -2; 
end WaterTank; 

import  
 Modelica.Blocks.Interfaces.BooleanPort; 
 
package Railroad  
  model train  
    BooleanPort app; 
    BooleanPort exit; 
    Real x; 
    discrete Real v; 
  initial equation  
    v = -45; 
    x = 2000; 
  equation  
    der(x) = v; 
    when x >= 100 then 
      exit = app; 
    end when; 
    when x <= 1000 then 
      v = -40; 
    elsewhen x <= 0 then 
      v = 35; 
    end when; 
  end train; 
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results in a new transition and a new control 
mode, and so on. The resulting automaton is 
shown in Figure 5.  

 

Figure 4. Gate model in Modelica. 

The gate component results in one new continuous 
variable y . Since y  is constant in the initial state of 
the gate automaton, there is no restriction in the 
invariant region of this state, but there are two 
events in the Modelica model that needs to be 
handled. Since the conditions of these events 
depend only on discrete variables we must search 
for the events that make them change. In this case 
there are events in the controller component that 
changes the variable. This results in the synclabs 
lower  and raise  that are added to both of the 
controller automaton and the gate automaton. The 
code for the gate automaton is shown in Figure 7. 

 

Figure 5. Train automaton in HyTech. 

In the controller automaton there exist no state 
variables but there are two discrete variables that 
are used in expressions together with continuous 
variables in when-equations; therefore they are 
added as discrete variables to the HyTech model. 
See Figure 8. 

 

Figure 6. Controller model in Modelica. 

 

Figure 7. Gate automaton in HyTech. 

automaton gate 
synclabs: lower, raise; 
 
initially s1 & y = 90; 
 
loc s1: while True wait {dy=0} 
  when True sync lower goto s2; 
  when True sync raise goto s3; 
 
loc s2: while y >= 0 wait {dy=-9} 
  when y <= 0 goto s1; 
 
loc s3: while y <= 90 wait {dy=9} 
  when y >= 90 goto s1; 
end 

var  
  x, y : analog; 
  t : clock; 
  clk1, clk2 : discrete; 
  alpha : parameter; 
automaton train 
synclabs: app, exit; 
initially s1 & x = 2000; 
loc s1: while x >= 1000 wait { dx=-45 } 
  when x <= 1000 sync app goto s2; 
loc s2: while x >= 0 wait { dx=-40 } 
  when x <= 0 goto s3; 
loc s3: while x <= 100 wait { dx=35 } 
  when x >= 100 sync exit goto s4; 
loc s4: while True wait { dx=35 } 
end 

  model gate  
    Real y; 
    discrete Real dy; 
    BooleanPort lower; 
    BooleanPort raise; 
  initial equation  
    dy = 0; 
    y = 90; 
  equation  
    der(y) = dy; 
    when lower then 
      dy = -9; 
    elsewhen raise then 
      dy = 9; 
    elsewhen y <= 0 then 
      dy = 0; 
    elsewhen y >= 90 then 
      dy = 0; 
    end when; 
  end gate; 

  model controller  
    parameter Real alpha=1.0; 
    BooleanPort lower; 
    BooleanPort raise; 
    BooleanPort app; 
    BooleanPort exit; 
    discrete Real clk1(start=0); 
    discrete Real clk2(start=0); 
  equation  
    when app then 
      clk1 = time; 
    end when; 
    when exit then 
      clk2 = time; 
    end when; 
    when app and time-clk1 > alpha then 
      lower = true; 
    end when; 
    when exit and time-clk2 > alpha then 
      raise = true; 
    end when; 
  end controller; 
   
  model test  
    controller ctrl; 
    train tr; 
    gate g; 
  equation  
    connect(tr.app, ctrl.app); 
    connect(tr.exit, ctrl.exit); 
    connect(g.lower, ctrl.lower); 
    connect(g.raise, ctrl.raise); 
  end test; 
end Railroad ;  
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Figure 8. Controller automaton in HyTech. 

In order to make an analysis of the system we 
must add a section containing the analysis 
commands. These are shown in Figure 9.  

 
Figure 9. Analysis commands for railroad example 

in HyTech. 

The region avoid  represents the forbidden 
condition. By printing the resulting region of the 
intersection between the reachable region and the 
forbidden region while hiding all non-parameter 
values and locations we arrive at an expression for 
the values of alpha  that leads to unsafe states. 

Related Work 

Model checking can successfully complement 
existing software quality assurance techniques 
such as testing and debugging. Therefore it is 
important to provide efficient translators from 
various programming languages to model 
checkable formal languages. In this way, mature 
model checking techniques can be reused and 
applied to software systems that otherwise would 
not provide support for proving safety and 
liveness properties. Bridging the gap between high 
level languages such as C, C++, Java, Ada and 
Modelica and the input required by model 
checking tools (finite state automata with 
properties formulated in temporal logic) require 
the development of complex tool sets. In this 
section we present some of the translation 
frameworks that are most related to ours. 

The SLAM project at Microsoft Research (Ball 
and Rajamani. 2002 [7], Ball and Rajamani 2001 
[8]) checks temporal safety properties of 
sequential C programs. The system requires that 
the checked properties are encoded in a language 
called SLIC (Specification Language for Interface 
Checking). 

The Bandera tool set (Corbett et al. 200 [9]) is an 
integrated collection of program analysis, 
transformation and visualizations components that 
enables the extraction of finite state models from 
Java source code. Bandera is able to generate a 
description of a finite-state transition system in the 
Promela and Trans languages that can be 
interpreted by the SIPN and SMV (Symbolic 
Model Verifier) models checking systems. 
Previously to the Bandera project, the same 
research group at Kansas State University has 
developed a toolset for translating Ada source 
code to the input language of the SPIN and SMV 
model checkers (Dwyer et al. 1998 [10]).   

A related project to Bandera is the Java 
PathFinder (Brat et al. 2000 [11]) that translates 
Java programs to Promela, the specification 
language of the Spin model checker. Java 
PathFinder can detect race conditions, deadlocks, 
and violations of user specified assertions. The 
tool has been incorporated as a back-end checker 
for Bandera.         

var init_reg, reached, avoid: region; 
 
avoid := y > 0 & x <= 10; 
 
init_reg := loc[train] = s1 & x = 2000 & 
            loc[gate] = s1 & y = 90 & 
            loc[controller] = s1; 
 
reached :=  
   reach forward from init_reg endreach; 
 
print omit all locations  
      hide non_parameters in  
        reached & avoid  
      endhide; 

automaton controller 
synclabs: lower, raise, app, exit; 
 
initially s1; 
 
loc s1: while True wait {} 
  when True sync app  
        do {clk1'=t} goto s2; 
  when True sync exit  
        do {clk2'=t} goto s3; 
 
loc s2: while t-clk1 <= alpha wait {} 
  when t-clk1 >= alpha sync lower  
        goto s1; 
  when True sync exit  
        do {clk2'=t} goto s3; 
 
loc s3: while t-clk2 <= alpha wait {} 
  when t-clk2 >= alpha sync raise  
        goto s1; 
  when True sync app  
        do {clk1'=t} goto s2; 
 
loc s4: while t-clk1 <= alpha &  
              t-clk2 < alpha wait {} 
  when t-clk1 >= alpha sync lower  
        goto s3; 
  when t-clk2 >= alpha sync raise  
        goto s2; 
end 
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Conclusion 

In this paper we have briefly outlined an algorithm 
to translate Modelica models to a representation 
that can be automatically verified against a formal 
specification using model checking. To be able to 
perform verifications on more sophisticated 
models it is possible to continue along this path 
and generate code for other systems such as 
CheckMate and HyTech+, both using hybrid 
automata.   

The presented work in this paper should be seen as 
an important component for a broader attempt to 
make static analysis (Bunus and Fritzson 2004 
[12]), run-time verification through algorithmic 
debugging (Bunus and Fritzson 2003 [13]) and 
model checking techniques, more applicable for 
the development of new automatic debugging 
tools with enhanced user-interaction for the 
Modelica language. We intend to implement a 
prototype translator using the presented algorithm 
in the numeric and symbolic engine developed for 
the OpenModelica compiler back-end.  
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GRIDMODELICA - A MODELING AND SIMULATION FRAMEWORK
FOR THE GRID
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Sweden

Abstract
Simulation of complex models is a computationally expensive task. With the advent of grid com-
puting, modelers can gain access to vast amounts of cheap computational power. This has however
up until now required quite some effort to be put into specially written simulations in Fortran or C
and also in the deployment of the simulation on the grid; a set of interconnected computers behav-
ing as one single computational resource from an end-user perspective. We propose a framework
called GridModelica for transparently creating and deploying simulations in the high level model-
ing language Modelica on computational grids. The first step in this framework is taken with the
application GridParamSweep which demonstrates how easily parameter studies can automatically
be performed in a grid environment.
Keywords: GridModelica, OpenModelica, Grid Computing, Modelica, parameter sweep

Introduction
One of the greatest problems with modeling and
simulation today is the high computational costs as-
sociated with simulation of complex models. Many
simulations require the computer to solve systems
with many hundreds of thousands of equations,
which can take quite some time even on power-
ful workstations. With the application GridParam-
Sweep we take the first step towards putting the
power of grid computing in the hands of modelers
in order to minimize time- and cost consumption for
simulating complex models.

Already today, lots of complex simulations are run
on high performance computers and clusters and
even on computational grids. To the best of our
knowledge though, these models are almost without
exception specially written in Fortran, C or similar
languages. While these languages can provide high
performance, if sufficiently well written, they do not
really comply with the needs of today’s modelers.

Instead we use the mathematical modeling language
Modelica [1, 2] which combines the power of mod-
ern solvers written in Fortran or C with a high level
of abstraction, object orientation and reuse. This,
in combination with the computational power of the
grid will provide a cheap high-performance platform

for complex simulations.
To achieve the goal of providing the possibility of
transparently running simulations on the grid we
propose a framework calledGridModelica. Grid-
Modelica will be both a language extension of the
Modelica modeling language and a modeling and
simulation toolkit, which enables modeling and sim-
ulation targeting the grid. As a first example we
study how automated parameter studies can be per-
formed in this framework. Such problems can be
used for instance in parameter design optimization
to find the optimal set of parameters for a given
model. These examples are suitable for execution on
the grid due to the nature of the problem with many
independent simulations. These simulations can be
executed on different computers with no communi-
cation between them, resulting in little overhead.

Modelica

In this paper the model intended for simulation is
specified in the mathematical modeling language
Modelica [1], which allows acausal modeling of
heterogeneous systems spanning many different do-
mains, such as for example electrical, mechanical
and thermo fluid problems. Modelica is object ori-
ented which allows for a high level of reuse and or-
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dering of objects into hierarchies.
The modelica model can be either written by hand
or specified using a graphical model editor as pic-
tured in Figure 2. Either way, the result is an tex-
tual model which can be compiled into an executable
which in turn can be run independently of the mod-
eling environment, making it very suitable for grid
deployment.

The Grid

A computational grid is an interconnected set of
computers which together work as a single compu-
tational unit from an end-user perspective. A defini-
tion from the book “The Grid” [3] is “a hardware
and software infrastructure that provides depend-
able, consistent, pervasive, and inexpensive access
to high-end computational capabilities”. The word
“grid” is borrowed from the electrical power grids,
a much used analogy in grid computing. The idea is
that when you plug in for example your toaster to an
electrical outlet, you do not care where the electri-
cal power you are using is produced. You just plug
in an use it. A computational grid is meant to work
in the same way. You do not care about where your
job is executed. You just submit your job and then
eventually fetch your results. The grid middleware
takes care of the rest. A schematic sketch of the grid
is pictured in Figure1.
We would like to point out that using the grid is
not yet as simple as using the electrical power grid.
However a lot of development is still going on in the
area of grid middleware and improvements are con-
stantly being made. In the GridModelica project we
use the Nordugrid middleware [4] which is closely
related to the de facto standard the Globus toolkit
[5]. The Nordugrid middleware has been deployed
on both the Nordugrid testbed and the Swegrid [6]
computational grid, both of which have been used
successfully with the GridParamSweep application.
The Nordugrid currently (2004-05-15 13:45 CET)
encompasses 2327 processors on 35 different sites,
providing from one to 644 processors each. The
sites are distributed throughout ten different coun-
tries all over the world but concentrated to Scandi-
navia. Resources are shared with local users as the
cluster managers sets the priorities which means that
normally, only idle processors are used by the grid,
thus exploiting a resource which would otherwise
have been wasted.

Application

Grid

Middleware

grid node

grid node

grid node

grid

node

grid node

Internet

The Grid

Figure 1: Component sketch: The grid

The grid has a hetrogeneous nature, spanning multi-
ple administrative domains. This means that it is not
an entirely stable environment, at least not as stable
as a single computer of which the user has total con-
trol. There are as yet no guarantees that your job
will not be canceled or receive very low priority on
behalf of local users or even other grid users. The
applications using the Grid should be aware of this
so that the appropriate action, for example resubmis-
sion or compensation can be taken.

The Application
The parameter studies performed is as stated be-
fore a good example of a task which is easily paral-
lelizable on the grid since the different simulations
can be made independent of each other. Parameters
sweeps can also fairly easily be extended using op-
timizer routines so that a models parameters can be
optimized for a given criterion, increasing the use-
fulness of parameter studies.
As for the application itself, the user can specify
model parameters, the range and the step size use.
The job will then be submitted to the grid for exe-
cution and the results will be returned to the user at
his request when the jobs have finished. The result-
ing plot can be viewed with the plotting utility of the
users choice. Job monitoring is supported automat-
ically through the Nordugrid middleware, both in
detailed format about every job and as an overview
through the grid monitor depicted in figure3.
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Figure 2: The MathModelica graphical model editor from MathCore Engineering [9]

Figure 3: The Nordugrid Grid Monitor
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Example Timesteps N.of parameter values Exec. time, single Exec. time, Nordugrid.

DCMotor, 40 eqns 10000 10 0.5m 10m
DCMotor, 40 eqns 10000 100 4m 175m
DCMotor, 40 eqns 1000000 10 7m 29m
DCMotor, 40 eqns 1000000 100 68m 200m

Twoloops, 1016 eqns 1000 10 35m 24m
Twoloops, 1016 eqns 1000 100 330m 75m
Twoloops, 1016 eqns 10000 10 423m 59m
Twoloops, 1016 eqns 10000 100 4229m 560m

Table 1: Time to execute different parameter studies on the Nordugrid compared to a single machine.

What is done in the application is in short this:

1. Initialization of the environment, including set-
ting up of the Nordugrid proxy and credentials
for accessing the grid.

2. Generation of submission and result retrieving
scripts.

3. Generation of Extendend Resource Job Spec-
ification, XRSL-file. The XRSL-file specifies
the nature of the job, such as files which should
be included, command line arguments and the
estimated resources required.

4. Compilation of the Modelica model

5. Merging of results into comprehensible format.

What the user essentially has to do is first to write
the model in question, using a text editor or a vi-
sual tool such as MathModelica depicted in Figure
2. The user also has to specify the parameters, the
range to investigate and the step size in a simple and
straightforward text file.
Some additional software is required for usage:

1. A modelica compiler, such as the OpenModel-
ica compiler [10, 11] or Dymola [12].

2. A C-compiler, for example gcc.

3. The Nordugrid toolkit [4]

4. Certificates authorizing usage of the appropri-
ate grid resources.

GridParamSweep can be downloaded from the Grid-
Modelica Project homepage [7].

Results and Conclusions
Not surprisingly the grid proves very well suited for
this type of applications, especially if the job itself
is fairly complex. As we are dealing with indepen-
dent tasks, the speedup compared to doing the same
job on one workstation is almost proportional to the
number of steps in the parameter sweep. We have
successfully tested different models generating sys-
tems with up to a thousand equations. The num-
ber of processors used are roughly equivalent to the
number of steps in the parameter sweep. Exact re-
sults are found in table1. The first example is the
circuit depicted in figure2 and the second example
is from the Modelica Multibody library [8].
Standalone simulations in table1 were conducted
on a Pentium III 1.8 Ghz with 512 Mb of RAM.
Grid simulations in table1 are averages from five
simulation runs per test case, conducted on the Nor-
dugrid in five consecutive days, 2004-07-14 2004-
07-19 between 10.00 and 14.00. It is important to
note that execution time may vary greatly with the
current load of the grid. Some jobs may be placed
in queue, some may receive low priority and some
may be scheduled for execution on a comparatively
slow cluster node. Even so, results show that all but
the smallest parameter studies of simulations bene-
fits from grid deployment. As the overhead for job
submission is fairly large the greatest speedup com-
pared to single machine execution are found when
the job is fairly complex. The DCmotor model
proves too small for efficient grid execution.
It should be noted that the Twoloops model with its
1016 equations is by no means a large model. Tests
of the GridParamSweep application have been car-
ried out on models consisting of way beyond 20000
equations, producing over 3GB of data with no scal-
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ing problem whatsoever.

Discussion
The most serious problem encountered in this study
was the large overhead for submitting jobs to the
grid, limiting its usefulness to fairly complex sim-
ulations. This is not really that surprising since most
grid jobs today are extremely computationally ex-
pensive physics simulations and data analysis jobs.
Their normal execution time may very well exceed
12 hours and if that is the case, an overhead of half
a minute per job submission is really not a problem.
The average overhead for each job submission varies
with the grid load and the connection speed of the
submitting machine but never exceeded 60 seconds
in our measurements. This overhead is however not
quite cumulative with the number of jobs since the
major part of this delay normally is due to the grid
manager program and on the assigned grid node
rather than on the submitting workstation, leaving
the user free to submit the next job rather than wait
for the previous one to start it’s execution. Recent
grid middleware development has reduced this over-
head and further improvement can also be expected
as the number of smaller grid jobs increases. It is
also possible to reduce the overhead significantly by
manual tuning of the grid submission procedure, for
example avoid checking some grids that are known
to be slow or not operational.
This overhead still means though that grid execu-
tion is not so useful for small simulations spanning
few parameter steps. It is difficult to give estima-
tions on when a job should be submitted to the grid
and not since so many factors are involved which af-
fect the execution time and the overhead. What can
be clearly stated is that simulation of complex mod-
els no longer requires a top-of-the-line workstation
closely at hand. Instead, the huge amount of spare
cycles the grid has to offer can be used.
Another problem which is far more difficult to solve
is the problem of moving data. The Twoloops exam-
ple with 10000 time steps produces approximately
257 MB of data. When executing on a single ma-
chine, moving the data is of course not an issue since
the data is produced directly on the workstation in
question. When executing the job on a grid node
however, the data is produced somewhere else. A
high speed network is thus quite useful for retriev-

ing the data efficiently. In our test runs, we used a
mere 5 Mbit non dedicated ethernet connection to
the internet. This means that a significant decrease
in data retrieval time should be obtained with a bet-
ter internet connection.
The presentation of the raw results presents a bit of
a problem. In general, the user is interested in how
the behavior of a variable x varies with time depend-
ing on how a parameter p is chosen. In the dcmotor
in Figure 2, one would perhaps be interested in the
rotation angle of the inertia in relation to what value
is chosen for R on the resistor. This means that or-
dinary 2d plots are not always sufficient to present
the whole result, at least not if the number of param-
eter values studied is large. The plot will have to
be extended to three dimensions using some simple
Matlab commands.
In conclusion, grid computing indeed has a lot to
offer the modeling community in conjunction with
high level modeling languages such as Modelica.
Many of the typical jobs submitted to the grid to-
day are different types of simulations but they are
to a great extent specially written in C or Fortran
and adapted for the grid by hand which is a diffi-
cult and time consuming task. High level modeling
in GridModelica should considerably facilitate the
process of cheaply simulating computationally ex-
pensive tasks in the future.

Future work in GridModelica
We would like to emphasize that this is by no
means a complete grid simulation environment yet
but merely an example of how the grid can transpar-
ently be used by modelers even though the grid is
still comparatively young.
There are quite a number of other improvements to
the GridParamSweep application that could be con-
ceived. A few of them we have considered are:

• Integration with the OpenModelica compiler in
order to make the application completely open
source.

• Multiple submissions of the same job in order
to reduce chances of a total job failure. At least
one instance of the same job should always ex-
ecute successfully.

• Automatic adaptive job submission, which
could greatly reduce overhead.
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• Clustering of smaller jobs into one job, thus in-
creasing the applications usefulness for smaller
jobs by reducing the number of submissions
that has to be done.

• Better checking of job termination and acting
accordingly. If a job seems to have failed, an
immediate resubmission should be done.

Some of these may eventually make their way into
the GridModelica framework but it is actually not
likely that they will be implemented in the Grid-
ParamSweep application.
Future work on the GridModelica framework will
further facilitate simulation deployment on the grid
and will also include features such as language ex-
tensions for high level parallelization, internal auto-
matic parallelization and job scheduling for the grid.

Related Work
There are a number of other tools for conducting pa-
rameter studies, some even in parallel though none
has to our knowledge yet been adapted for compu-
tational grids. Two applications that treat Model-
ica models are the MOPS framework [13] and the
Distributed Parameter Study application [14]. They
have in common that they enable distributed param-
eter studies but they also require direct access to the
computational nodes, for example via rsh, which the
grid for security reasons does not allow. They also
require considerably more setup on the remote com-
puting nodes. This makes them perhaps more re-
liable to use but also less powerful and more ex-
pensive due to the necessary investment in hard-
ware compared to parameter sweeps performed on
the grid.
Automatic parallelization of Modelica models can
also be performed on a per-model basis on a much
more fine grained level as done by Peter Aronsson
[15]. This approach will in the future be merged
into GridModelica, adding low level parallelization
to the framework.
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Abstract
This paper focuses on the modelling of the exhaust gas temperature of a spark ignition engine in order to

propose a new and non-intrusive method of knock detection. A zero-dimensional model is developed and

accounts for the heat transfer amplification due to knock. The heat transfer coefficient is a function of the

mass burnt rate because knock intensity is linked to the autoignited mass of fuel. The decrease of exhaust

gas enthalpy du to knock is pointed out and analysed for a large tunings and fuel composition range. The

numerical results show that a knock indicator based on the calculated maximal temperature and the

measured average exhaust gas temperature as well as engine tunings can be developed.

Nomenclature

cp       Specific heat at constant pressure [J/kg.K]

DKI   Dimensionless knock indicator [ ]

θd

dxb   Mass burnt rate [CA
-1

]

E        Total energy [J]

EVC   Exhaust valve closing [CA]

EVO   Exhaust valve opening [CA]

H        Heat transfer coefficient  [W/m²K]

IMEP Indicated mean effective pressure [Pa]

L Time duration of pressure oscillation

recording [CA]

MN    Methane number

am
•

    Inlet gas mass flow rate [kg/CA]

em
•

    Exhaust gas mass flow rate [kg/CA]
•

m      Total mass flow rate [kg/CA]

N       Engine speed [rev.min
-1

]

p        In-cylinder pressure [Pa]

p0  In-cylinder pressure at the end of the

compression stroke [Pa]
~

p      Filtered in cylinder pressure [Pa]

r        Volumetric efficiency [ ]

∧

R     Universal constant of gas [J/kg.K]

T      Gas temperature

TDC Top dead centre

exhT   Averaged exhaust gas temperature [K]

Tmax   Maximal gas temperature [K]

W      Work [J]

xb      Burnt mass fraction [ ]

Greek Letters

α      Spark timing  [CA]

  αcr    Critical spark timing [CA]

∆θ    Combustion duration [CA]

φ      Equivalence ratio [ ]

ρ      Density [kg/m
3
]

θ      Crank Angle [CA]

θ0     Beginning of the combustion [CA]

θi     Time of pressure oscillation appearance [CA]

Subscripts
cr      critical

n      normal

k      knocking
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1- Introduction

Knock is an abnormal combustion in the cylinder of

SI engines. It is the result of the autoignition of one

part the end-gas because of their sudden rise in

temperature and pressure due to the propagation of

the primary flame front. The detonation of this

fraction of mixture leads to pressure waves

characterized by their oscillatory frequency

(generally comprised between 5 and 10 kHz). These

waves reflect on the cylinder walls, deteriorate the

thermal boundary layers and generate high heat flux

[1-5]. This phenomenon is very undesirable because

it leads to an increase in the wall heat losses to the

detriment of the output of the engine. Moreover, the

engine is submitted to high mechanical efforts and

thermal loads which in short term can lead to its

destruction.

Nowadays, as the compression rates of the engines

tend to increase in order to reach economical and

environmental concerns, the manufacturers are faced

with this problem. It is known that with liquid fuels

this phenomenon can be contained [6], but it is not

always the case with gaseous fuels because their

properties are highly variable. Some technologies

exist to detect the phenomenon such measuring the

cylinder vibrations by accelerometry or by the

measurement of the in–cylinder pressure during the

combustion. The latter is the more reliable but is

intrusive and harmful for the engine. An alternative

must be found to detect knock easily.

As already mentioned, the energy balance of the

engine is modified by knock : the efficient work of

the engine and the exhaust gas enthalpy decreases

because of the amplification of the wall heat losses.

Abu-Qudais [7] claimed that it is possible to define a

knock indicator based on the measurement of the

exhaust gas temperature by defining a threshold

value under which knock must have appeared. This

value is highly variable with the engine tunings or

fuel quality so this process needs the construction of

a performance map which would be available only

for the considered engine. Thus, the generalization

of such a method of knock detection requieres a new

knock indicator. The present paper presents the

development of this new indicator.

In this study, a zero dimensional model was

developed in order to describe the thermodynamic

cycle of a spark ignition engine running with knock.

Knocking combustion is described by a double

Wiebe law since during knock two types of

combustion coexist: a deflagration (normal

combustion) and a detonation induced by the

autoignition of one part of the end gas. The

correlation of heat transfer used in this model is a

function of the mass burnt rate [8]. The model is

calibrated on the basis of experimental

measurements of in-cylinder pressure during normal

and knocking combustion. The exploitation of the

model aims at linking knock intensity to engine

tunings and exhaust gas temperature.

The paper is divided into 2 main parts : after

explaining the modeling assumptions, the model

exploitation is exposed and discussed.

2- Modeling Assumptions

A single zone, zero-dimensional model aims at the

prediction of the cylinder pressure, the gas

temperature, the mass flow rates, wall heat transfer

during one engine cycle. The single zone model

assumes that at any instant of the cycle, pressure and

temperature are homogenous in the whole

combustion chamber. No difference is made

between the end gas and the burnt gas. Such model

relies on the mass conservation principle (1), the

first law of the thermodynamics (2), and the ideal

gas law (3) :

�
••

=
j

jmm          (1)

�
••••

+−=
j

jj hmWQE          (2)

TRp
∧

= ρ          (3)

The inlet and exhaust mass flow rates are calculated

assuming that the flow in the valves can be

assimilated to an isentropic flow in a nozzle

The total heat losses during the cycle can be

calculated from the area exposed to flux (which are a

function of the piston position) and from a

correlation for the heat tranfer coefficient (to be seen

later).

Modeling of the knocking combustion
In a zero dimensional model, the combustion is only

considered as an additional source of energy. As

knock results in the coexistence between two modes

of combustion (a deflagration and a detonation – the

knock), a double Wiebe law (4) is used to model the

combustion rate. The contribution of the two modes
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of combustion is taken into account enabling to link

the intensity of knock to the autoignited mass of end

gas. In equation (4), n and k subscripts refer to the

normal and knocking combustion respectively. The

coefficients

Kn and Kk represent the percentage of mass burnt

during each mode of combustion. For a total

combustion K n+ K k=1 and Mn = Mk =6.908. K k

increases with knock intensity and for a non

knocking combustion Kk tends towards zero.
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This method was applied by Brecq in 2002 [9] and

enabled him to find good agreement between his

model and experimental measurements regarding

bunt mass fraction.

Heat transfer model
The correlation used for the instantaneous

convective heat transfer coefficient calculation is

given by equation (5) [8] :

)10.51()251()(25.0 55.235.0

0

•

++= a

b m
d

dx

p

p
NH

θ
  (5)

Knock intensity and the resulting heat transfer

amplification are linked to the portion of mass which

autoignites. As this correlation is a function of the

mass burnt rate, the effect of knock on heat losses

during one cycle is taken into account.

Example of knock modeling
Experimental measurements of the in-cylinder

pressure during both knocking and non knocking

combustion [9,10] are used for the calibration of the

model. The model is run for many engine tunings

and natural gas quality. And the averaged error on

the IMEP (the work per cycle over the compression

and expansion strokes divided by the displaced

volume) for all studied cases is comprised between 2

and 3%.

An example of simulation is shown in figures 1-4 for

a natural gas supplied engine set at N = 1500 rpm, φ
= 0.7 , r = 0.82. The volumetric composition of the

natural gas in this case is given in Table 1. The

corresponding methane number of this gas is 81.

CH4 90.5

C2H6 7.1

C3H8 1.4

C4H10 0.5

C5H12 0.02

N2 0.48

Table 1: Volumetric composition of the natural gas

In this case, a cycle is knocking if 28>α CA

before TDC. This spark timing is called the critical

spark timing and is noticed αcr. Increasing this

parameter enables knock occurrence.

Figures 1 (a, b) show that good agreement is found

between experimental and simulated pressure by the

conjugate use of equations (4) and (5). The modeled

mass burnt rate relevant to figures 1 is represented in

figure 2. The ignition delay which corresponds to the

time development of the flame can vary from one

engine tuning to another (7 CA if the spark timing is

fixed at 20 CA BTDC, 13 if spark timing is 32 CA

BTDC). In the particular case of 32=α  CA, knock

happens 11 CA after the beginning of the normal

combustion and 43% of the introduced mass

autoignites, which considerably reduces the time

duration of the total combustion. Figure 3 represents

the resulting instantaneous heat transfer coefficient

from the burnt gas to the wall in the combustion

chamber. As a result of the autoignition, two peaks

can be observed which qualitatively is in good

agreement with the measurements of Syrimis [4] and

Enomoto et al. [2].
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r = 0.82      
α = 20°CA BTDC 

Fig. 1 (a): Comparison between measured and

simulated pressure of a knock free cycle

399

SIMS 45

Proceedings of SIMS 2004
Copenhagen, Denmark, September 23–24, 2004

www.scansims.org



300 350 400 450 500 550 600
0

1

2

3

4

5

6

7

8
x 10

6

θ [CA]

P
 [

P
a
]

expe
sim

φ = 0.7    
r = 0.82      
α = 32 CA BTDC 

Fig. 1 (b): Comparison between measured and

simulated pressure of a knocking cycle

It can be observed in figure 4 that the exhaust gas

temperature is lower in the case of a knocking

combustion du to the amplification of the wall heat

transfer. On other hand, the maximal temperature of

the gas during the cycle, Tmax, is higher as the

combustion is shortened. However, spark timing has

an effect on Texh and wall heat transfer similar to

knock. Hence both effects are difficult to

distinguish.

3-Exploitation

Knock indicator reference
For the following of this study, a reference knock

indicator must be used to link the heat transfer

amplification with the knock intensity. The most

widely used indicators rely on the in-cylinder

filtered pressure. They are the maximum amplitude

of pressure oscillations (MAPO, eq. 6-a) [2, 4, 5] and

the integral of modulus of pressure oscillations

(IMPO, eq.6-b) [9]. The latter is a way to represent

the energy contained in the high frequency

oscillations of the cylinder pressure signal, which

occurs due to knock. But both depends on the

experimental setup (engine geometry and on the

engine tunings) which make them not really

universal.

Brecq et al. [10] defined a dimensionless knock

indicator (DKI) based on the measurement and

filtering of the in-cylinder pressure and which is a

funtion of the MAPO and IMPO

.

p
N

MAPO
N

WSTST

~max
1

1 ,
�

+
=       (6-a)

θdp
N

IMPO
N

WST

ST
��

+
=

1

~1
        (6-b)

WMAPO

IMPO
DKI

×
=       (6-c)

N is the number of measured pressure cycles and W

is the width of the computational window (here 60

CA).

A combustion can be considered as knocking if

19.0<DKI , whatever the engine tunings are.

Figure 5 shows a graphical representation of the DKI

in the case of  a knocking cycle. The indicator will

be used in following of the study as reference.
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Fig 2: Calculated mass burnt rates for a

knocking and a non knocking cycle
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Fig. 3: Simulated instantaneous heat transfer

coefficient during a non knocking cycle and a

knocking cycle.
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Fig. 4: Simulated gas temperature during a

knocking and a non knocking cycle

Fig. 5: DKI representation for a knocking cycle

Averaged exhaust gas temperature and knock
indicator
On the basis of the simulated temperature of the gas

during one cycle, the averaged exhaust gas

temperature is calculated by equation (7):

�

�

•

•

=
EVC

EVO

pe

EVC

EVO

pe

exh

dcm

Tdcm

T

θ

θ

         (7)

As already mentioned, the exhaust mass flow rate is

calculated assuming that the flow in the valves can

be assimilated to an isentropic flow in a nozzle.

Details for the calculation can be found in [9].

Figure 6 represents the simulated averaged exhaust

gas temperatures as a function of DKI for several

engine tunings. Knock is obtained by advancing

spark timing for a given equivalence ratio and

volumetric efficiency. Knock is also generated by

varying the rate of C3H8 from 1.4% to 4%, keeping

the equivalence ratio constant (φ = 0.7). The

methane number in this case becomes: MN = 76

against 81. Figure 6 shows that no threshold value

available for every engine tunings can be defined to

detect knock nor to give the intensity of the

phenomenon (pts 1, 2, 3, 4). This is du to the fact

that the absolute level of the temperature depends on

the tunings and fuel quality.
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Fig. 6: Simulated averaged exhaust gas

temperature as a function of knock intensity.

Definition of a new knock indicator
Tmax-Texh  is plotted in figure 7. It can be noticed that

a threshold value of this difference independent of

the engine tunings exists (1280 K) under which the

system can be considered as knock free can be

defined.

The difference between Tmax. and Texh is a good

representation of the knock intensity and then can be

considered as a new knock indicator.
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Fig. 7: Difference between Tmax and Tech as a

function of knock intensity.
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Modelling of the maximal temperature of the gas

during the cycle
In practice Tmax can�t be measured easily. So it is of

first importance to link Tmax with Texh because it is

the only temperature which should be measured in

order to make this indicator non intrusive in a future

application.

It is known that the earlier the combustion starts in

the cycle (because of the advancement of spark

timing), the larger the work transfer from piston to

the gas in the cylinder at the end of the compression

stroke is. As a result, the instantaneous maximal

temperature of the gas Tmax. grows with spark timing

[11]. A reduction of the duration of the combustion

induced by knock will have the same effect on Tmax..

As Tmax grows the heat transfer from the gas to the

wall are increased which tends to decrease Texh.

The difference between those two temperatures

should grow with spark timing mostly after knock is

reached but the conjugate effects of spark timing and

knock intensity on Tmax-Texh can�t be easily

discernable.

Figure 8-a shows the evolution of the ratio Tmax/Texh

with spark timing, α. In the same way as Tmax-Texh,

Tmax/Texh grows with α. Moreover, if the mixture

equivalence ratio is enlarged, the duration of the

combustion is shortened and the temperature of the

gas is enlarged. This makes the critical spark timing

αcr lower and the rate of growth of Tmax/Texh higher.

According to the results plotted in figure 8-a,

Tmax/Texh can  take the following form (8) :

ba
T

T

exh

+= αmax         (8)

where a depends on the product φ×r  (Fig. 8-b) and

b is fixed at a constant value 1.7. The product φ×r

can be directly related to engine consumption.

Equation (8) leads to a simple expression (9) of

Tmax-Texh independent of the composition of the

natural gas (in the tested range where [C3H8] ≤ 4%):

[ ] exhexh TKKrKTT 321max ++=− αφα         (9)

The values of K1, K2, K3, are in this particular case

0.078 [CA
-1

], -0.025, 0.7 [CA
-1

] respectively.

Figure 9 shows that, except for three points, Tmax

calculated by (6) is over or under estimated by a

maximum of 100 K compared with the actual value.

This is quite satisfactory because Tmax is comprised

between 2100 K and 2600 K if the equivalence ratio

of the mixture vary from 0.7 to 1.0.
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Fig. 8-a: Tmax/Texh ratio as a function of spark

timing.
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Fig. 8-b: Slope of the curves Tmax/Texh = f(α) as a

function of φ×r

Figure 10 shows that the value of new knock

indicator, defined by equation (9), under which the

system would be knock free is 1265 K. This value is

relatively close to the value precedently given.

Moreover, because of the error introduced by

equation (8) and in, a future application, by the

exhaust gas temperature measurement, a range of

error of at least ± 15 K should be set. Thus, the

knock threshold value for the non intrusive knock

indicator should be imposed smaller (1250 K).

4-Conclusion
A zero dimensional model was developed for the

modeling of the heat transfer from the burnt gas to

the wall during knock in spark ignition engine. The

effect of the increase of the heat losses on the

averaged exhaust gas temperature is pointed out and

it was shown that the measurement of the latter is

not sufficient to detect knock whatever the engine

settings are. A new knock indicator was defined. For

a given mixture equivalence ratio, volumetric

efficiency and spark timing, the engine will be

knock free if the averaged exhaust gas temperature
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follows the rule (10) :

[ ] KTKKrK exh 1265321 <++ αφα        (10)

This criteria should be extended to strongest

variation of methane number of the fuel.

The extension of this indicator to another engine will

require the measurement of the exhaust gas

temperature and of the cylinder pressure. This is

necessary to determine the values of the K1, K2, K3

coefficients and the value of threshold value before

being applied in an industrial way.
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Fig. 10: Difference between Tmax and Texh given by

equation (9).
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Abstract 

 
This paper presents recent work in the area of model-driven product development processes. The 

focus is on the integration of product design tools with modeling and simulation tools. The goal 

is to provide automatic generation of models from product specifications using a highly 

integrated set of tools. Also, we provide the designer with the possibility of selecting the best 

design choice, verified through (automatic) simulation of different implementation alternatives of 

the same product model. To have a flexible interaction among various tools of the framework an 

XML representation of the Modelica modeling language called ModelicaXML is used. For 

efficient search in a large base of simulation models the Modelica Database was designed. 

 

1 Introduction and Related Work 

Designing products is a complex process. Highly 

integrated tools are essential to help a designer to 

work efficiently. Designing a product includes 

early design phase product concept modeling and 

evaluation, physical modeling and simulation and 

finally the physical product realization. For 

conceptual modeling and physical modeling and 

simulation available tools provide advanced 

functionality. However, the integration of such 

tools is a resource consuming process that today 

requires large amounts of manual, and error prone 

work. Also, the number of physical models 

available to the designer in the product concept 

design phase is typically quite large. This has an 

impact on the selection of the best set of 

component choices for detailed product concept 

simulation.  

    To address these issues we have integrated new 

product concept design tools with physical 

modeling and simulation tools in a framework for 

product design. In our proposed framework, the 

product concept design phase of the product 

development process is based on Function-Means 

tree decomposition [7, 13]. This phase is 

implemented in a first version of a prototype tool 

called FMDesign, developed in cooperation with 

the Machine Design Group led by Petter Krus, 

IKP, Linköping University.  

    As an example of Function-Means tree 

decomposition we give a landing function in an 

airplane. This function can be represented by two 

different means: hydraulic landing gear or electric 

landing gear. Each of the two alternatives can be 

selected and configured to simulate its properties. 

    Starting from FMDesign tool, our integration 

work extends the framework in two ways:  

‚" Providing a Selection and Configuration Tool 

that helps the designer to choose a specific 

implementation for the means in the function-

means tree from a Modelica model/ 
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component database. This tool also provides 

component configuration and has links to a 

Modelica standard based simulation 

environment for component editing. 

‚" Providing an Automatic Model Generation 

Tool that helps the designer to choose the best 

implementation from 

different design 

choices by evaluation 

through simulation of 

automatically 

generated models of 

candidate product 

concepts. If the 

designer is not pleased 

with the results, 

he/she can either 

implement new 

models for the 

components that did 

not perform in the 

desired way or 

reiterate in the design 

process and choose 

other alternatives for 

implementing 

different functions in 

the product, or change 

the configuration 

parameters for models at deeper levels of 

detail. 

 

 

The paper is structured as follows: The next 

section presents an overview of our proposed 

framework. Section 3 enters in the details of the 

framework components and their interaction. 

Section 4 presents our conclusion and future 

work.  

    The presented system has similarities with the 

Schemebuilder tool [8]. However our work is 

more oriented towards the design of advanced 

complex products that require systems 

engineering, and targeted to the simulation 

modeling language Modelica, which to our 

knowledge has more expressive power in the 

areas of our research, than many tools for systems 

engineering that are currently widely used. For 

details on Systems Engineering, see [2]. 

2 Architecture overview 

 

The architecture of our extended framework is 

presented in Figure 1. The entire product concept 

design process is iterative. 

Engineering

Design

System X

Product Concept

Design Tool

(FMDESIGN)

Requirements

Database

F1

M1a M1b M1c

F1a.1 F1a.2 F1a.3

ModelicaXML 
Generated 

Models 

Simulation

Evaluation

Optimisation

Modelica

Simulation

Source code

Means 
Evaluations 

Operation 
Cases 

Product Concept Design 
Database

Reference Links

F = Function 
M = Means 

Modelica Model 

Database 

Selection and Configuration 

Tool 

Automatic

Model

Generator

Tool

 

Figure 1: Design framework for product development 

Starting from requirements for a product the 

designer will use the FMDesign prototype for 

modeling alternative product concepts. The 

knowledge base for designing a product is 

organized into function-means trees. A function in 

the product can be realized by alternative means. 

A product concept is a set of means that document 

selected solution alternatives for implementing the 

functions in a product concept. Example of a 

function is "Actuator Power Supply", 

with means "Hydraulic Power Supply" 

or "Electrical Power Supply". Means 

must be implemented by (physical) components 

arranged in a bill-of-material like tree of 

implementation objects.  

    One can roughly say that a means and its 

implementation are the same, but at different 

levels of detail. Implementation objects (not 
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shown in the figure) may represent existing 

component products on the market or 

manufactured components. Implementation 

objects carry data that is important for the 

product concept design, and references to more 

detailed design information like CAD-drawings, 

simulation models etc. Some (physical 

components) may implement several means, like 

an aircraft wing that creates lift and stores fuel.   

    To map suitable simulation model 

implementations to a means, the designer would 

use the Modelica Database query facility 

provided by the Selection and Configuration 

Tool. This tool also provides configuration of the 

simulation components and uses the desired 

Modelica environment for component editing. 

    When the product concept design phase of the 

product is sufficiently complete, the designer can 

generate code for simulation from the 

implementation tree using the Automatic Model 

Generator Tool. The generator will output models 

(different versions for different product concepts) 

in ModelicaXML. From Modelica-XML the 

models are translated to Modelica to be simulated. 

The designer can review the simulation results in 

tools like MathModelica [3], Dymola [1] or 

OpenModelica [10] and then selects (in 

FMDesign) the desired model alternative for the 

implementation.  If the designer sees that some 

means do not perform in the desired way, a 

customized simulation model can be built, or a 

search conducted for more alternatives for that 

specific means. 

Modelica

code

Modelica

XML

Modelica Parser

read

output

class Test "comment"

Real x;

Real xdot;

equation

xdot = der(x);

end Test;

<modelicaxml>

<definition ident= "Test" 

comment="comment">

<component ident="x" type="Real"

visibility="public" />

<component ident="xdot" type="Real"

visibility="public" />

<equation>...</equation>

</definition>

</modelicaxml>

modelicaxml

definition 

component

component 

equation 

3 Detailed framework description 

In this section we present the tools from our 

proposed framework. Also, we briefly explain in 

each section how they interact. 

3.1 ModelicaXML 

Modelica [4, 9] is an object-oriented language 

used for modeling of large and heterogeneous 

physical systems. For modeling with Modelica, 

commercial software products such as 

MathModelica [3] or Dymola [1] have been 

developed. However, there are also open-source 

projects like the OpenModelica Project [10]. 

    Modelica is translated to ModelicaXML using a 

Modelica parser (Figure 2).  

Figure 2: Modelica and the corresponding ModelicaXML 

representation 

ModelicaXML represents an XML serialization of 

the Abstract Syntax Tree of the Modelica 

language obtained after the parsing. In our 

framework, ModelicaXML is used as an 

interchange format between the different design 

tools. 

    The advantages of having an alternative 

representation for Modelica in XML are: 

‚" Flexible interaction and translation between 

different types of physical modeling 

languages and modeling tools. Also, easy 

generation of model documentation. 

‚" Basic search and query functionalities over 

models. 

‚" Easy transformation and composition of 

models [12]. 

For more information on ModelicaXML the 

reader is referred to [11] and [9].  

3.2 Modelica Database (ModelicaDB) 

The features of the Modelica language and 

Modelica tools has made easy for designers to 

create models. Also, the Modelica community has 

a growing code-base. In order to cope with 

interoperability between Modelica and other 

modeling languages we first developed 

ModelicaXML. However, scalability and efficient 

search features for XML require extensive skills 

in vendor specific products. To quickly get such 

features without taking on that huge learning 
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effort, we have designed the Modelica Database 

(ModelicaDB). 

  The Modelica Database is populated with 

Modelica models and libraries by importing their 

ModelicaXML representation. The UML model 

of this database is presented in the Appendix. For 

paper space reasons we use a somewhat 

customized compressed graphical representation 

of UML class diagrams, where inheritance is 

represented with a box between the class name 

and attributes box, where inherited super classes 

are preceded with a "->". For details on UML see 

[6].  

  Here we briefly explain the most important 

structures. They are tightly coupled with the 

Modelica structure [9, 11]: 

‚" Modelica Repository: contains several 

Modelica Models. 

‚" Class: A class represents the fundamental 

model element from the Modelica language. It 

can include several Component clauses, 

Equation and Algorithm statements. The 

component sections can be declared as public 

or private in order to provide only the desired 

interface to the outer world. Specifying that 

the equation or algorithm sections are only 

active at the initialization phase they can be 

declared as initial. 

‚" Component: used to define parameters, 

variables, constants, etc to be used inside a 

class. 

‚" Equations and Algorithms are used to specify 

the desired behavior for a class. 

 

In the product design framework the role of 

ModelicaDB is to provide searching and 

organization features of a large base of simulation 

models. This base grows with every product 

model developed or with the import of additional 

simulation models from other sources (i.e. the 

Modelica community). For example, if we want to 

obtain all the models that have certain parameter 

names we have to search in the database for all 

classes that have a component with the attribute 

variabilityPrefix set to “parameter” 

and has the specified name. These searches will 

be integrated in FMDesign using dialogs and 

completely transparent for the user.  

3.3 FMDesign 

The FMDesign (Figure 3) prototype tool helps the 

designer in creating product specifications using 

function-means trees. 

 

Figure 3: FMDesign 
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The created product model is stored in a product 

design library for later reuse. Throughout the 

product concept design process the designer can 

use the existing concepts stored in the product 

design library in order to model the desired 

product. A somewhat simplified meta-model of 

the information structure edited in FMDesign is 

presented as an UML class diagram in the 

appendix section. 

    In the framework, FMDesign is the central 

front-end to specific components. FMDesign 

delegates searches in the ModelicaDB using the 

Selection and Configuration Tool and it uses the 

Automatic Model Generation Tool to generate the 

models for simulation. 

    As we can see in Figure 3, the work area is 

divided into several parts: 

‚" Products: Here products are created, deleted 

and selected. When a product is selected, the 

trees owned by it and described below, are 

displayed. 

‚" Requirements Tree: in this view the 

requirements for a product can be specified. 

‚" Function-Means Tree: in this view the 

designer can define the operation states, 

functions, their alternative means etc, of the 

selected product. 

‚" Product Concepts: Allows creating, deleting 

and selecting product concepts. 

‚" Product Concept Tree: displays the currently 

selected Product Concept Tree, and allows the 

user to select which means that will 

implement different functions in the product, 

using drag-drop. Selected means can be 

customized for the current product concept by 

overriding the default values for its design 

variables owned by a selected means. 

‚" Implementation Tree: displays and provides 

functionality for editing one of many 

configurable Implementation Trees for the 

currently selected product concept. These 

implementation trees organize the 

implementation objects that represent and 

refer to more detailed models of physical 

objects, functional models, simulation 

models, geometrical layout models etc, and 

organize them into trees that are useful for 

interfacing with tools later in the product 

development process. 

We only use the Implementation Tree of type 

simulation to generate the Modelica simulation 

model for a product. The Implementation Tree of 

type geometrical can be used in the visualization 

of the product. 

3.4 The Selection and Configuration Tool 

The Selection and Configuration Tool extends the 

framework by adding integrated search 

capabilities in FMDesign. The tool is coupled 

with the Implementation Tree for a Product 

Concept. The designer uses the selection tool to 

search (query) the Modelica Database for 

desirable simulation components to implement a 

certain means. An implementation object in the 

simulation implementation tree represents the 

selected simulation component. Simulation 

component to means mapping reflects the various 

design choices made by the designer. In this way, 

the designer can experiment with different 

simulation component implementations at various 

level of detail for a specific means. When 

choosing alternatives for a specific means the 

designer has two possibilities: to browse the 

repository of simulation models classified 

according to physical concepts or to use the 

search dialog. The search dialog provides the 

following functionality: 

‚" Textual/pattern search of components, search 

for a component in a specific physical 

domain, search for a component with specific 

parameters. 

‚" Adding/deleting a product concept specific 

means to simulation component mapping 

where the simulation component is referred 

from an implementation object. 

 

After building the means-component mappings 

the designer can choose to edit or configure 

components by using the configuration dialog that 

provides the following functionality: 

‚" Set implementation component parameters or 

parameters ranges. 

‚" Edit the simulation component in the desired 

Modelica environment and use the edited 

component, which is also automatically added 

to the Modelica Database. 
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3.5 The Automatic Model Generator Tool 

The Automatic Model Generator Tool provides 

the second extension of the framework. 

    The model generator tool has as input the 

Implementation Tree (Figure 3, lower right) of a 

product and as output the complete simulation 

model with the alternative design choices. 

    The automatic model generator traverses the 

Implementation Tree of a Product Concept and 

outputs ModelicaXML models by choosing the 

combination of selected components for means. 

The generated models are then translated to 

Modelica for means evaluation through 

simulation. To simulate the models, commercial 

tools like Dymola and MathModelica or the open-

source OpenModelica [10] compiler can be used.   

    After the simulation of the generated models, 

the results are used as feedback for the designer. 

Using this feedback the designer can then choose 

the best-suited model, based on the simulation 

results.   

4 Conclusions and Future Work 

As future work we want to explore the use of 

ontologies for product concept design and for the 

classification of the available component libraries.  

    The languages developed by the Semantic Web 

[5] community will be used. Research efforts 

based on this standard are integrating experience 

of many promising research areas, for instance 

declarative rules, which still lack a vendor neutral 

exchange formats for industrial applications. The 

semantic web standard lacks important 

functionality for quality assurance and other 

necessary functionality, which today is 

implemented in commercial products, but will 

open up for sharing of important research results 

with industry in collaborative environments. Also 

we would like to improve the Automatic Model 

Generator Tool by using parts of the composition 

and transformation framework described in [12]. 

    In the future we want to provide automatic 

evaluation through simulation of the generated 

models based on the constraints collected from the 

Product's Requirement Tree.  
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A TOPOLOGY APPROACH TO MODELLING
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Abstract
Going back to basic physics, combine it with discrete mathematics and system theory, resulted in a
powerful tool for generating dynamic process models that are consistent with the assumptions made,
consistent with the basic physical laws, where appropriate, and are guaranteed structurally solvable.
The user is left the freedom to map his view of the process in the model design process, thus has
all the freedom he desires, whilst being strictly watched on the basic facts of physics and system
theory. The last year’s experience indicates a speedup of the model building and coding process of
up to a factor of 10, but quite usually 5.

Keywords:Computer-aided, modelling, DAE, process systems engineering

Nomenclature
n :: Vector of molar mass [mol]
E :: Total energy
n̂a|b :: Vector of molar mass flow from capacity

(system)a to b [mol/s]
q̂a|b :: Conductive heat flow from capacity (sys-

tem)a to b [mol/s]
ŵa|b :: Vector of work flow from capacity (sys-

tem)a to b [mol/s]
ñs :: Vector of transposition rates in capacity

(system)s [mol/s]
xs :: Vector of fundamental state variables

(component mass, energy) of capacity
(system)s

za|b :: Vector of flows from capacity (system)a
to b [mol/s]

va|b :: Vector of secondary flows from capacity
(system)a to b [mol/s]

r̃ s :: Vector of transposition rates in capacity
(system) s in terms of extent of reactions
[mol/s]

F :: Flow matrix (may be typed) [-]
R :: Transposition matrix (may be typed) [-]
S :: Selection matrix, selects from vectors el-

ements to form a new vector [-]
For the rest of the symbols see text.

∗E-mail:Heinz.Preisig@chemeng.ntnu.no
web: http://www.chemeng.ntnu.no/ preisig/

Modeller Project
Models are omnipresent in today’s process sys-

tems engineering activities. Almost all methods use
models in one or the other way. Thus it is not
surprising that the demand for models is increas-
ing rapidly. The Modeller project has its roots in
flow sheeting that is steady state process simulators,
as models for flow sheet simulators were, and to a
large degree still are, essentially generated manu-
ally. Flow sheeting simulators are programs that aim
at simulation the process industry’s dynamic plants
and construct plant training simulators.

A flow sheet is a graphical representation of
a plant, which shows the different apparatuses re-
quired in the process to perform the different, in-
dividual tasks. Typical plant components are: re-
actors, heat exchangers, separation processes such
as distillation, crystallisation, extractions, filters etc.
The need for a programmed approach to construct-
ing models for flow sheeting programs was recog-
nised at the time the first flow sheeting programs
were written in the Sixties and Seventies and sev-
eral research groups have had efforts going that were
aiming at generating a tool for doing so [1,2,4,6,7].
The Modeller is the result of our effort on this sub-
ject, though it is not anymore limited to flow sheet-
ing. The modelling tool can in principle generate
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models for any kind of problem, including dynamic
simulation, optimisation and control design.

The Modeller has, after the third generation
[3, 5, 11], reached industrial standards and is cur-
rently used as the main model building program in
a company specialising on building training simula-
tors for the chemical industry. It consists of a set of
context sensitive editors with the core module being
the Modeller and the other modules being used to
maintain data bases on support material such as dif-
ferent classes of equations (transport, reaction kinet-
ics, phase transitions, equilibrium relations, state-
variable transformations and physical properties or
interfaces therefore), and species, reaction informa-
tion (what species and what reactions). Currently
it generates output in the form of software modules
that slot into the in-house solver used in the men-
tioned company, but also Matlab’s Differential Al-
gebraic Equation solver and Modelica.

Concepts
The Modeller is built on implementing a physical

view of the world. It constructs an abstract process
representation in form of a topology with two levels
of refinements.

First a physical view of the space occupied by
the process and its relevant environment is defined.
This we call the physical topology. The first refine-
ment can be seen as a colouring of the topology by
adding the species that are present in the plant. Fi-
nally the second refinement adds the variables and
equations describing the behaviour of the individual
components of the topology.

Physical Topology

The first, and basic level consists of the PHYSICAL

TOPOLOGY. It represents the plant as a network of
PRIMITIVE CAPACITIES and CONNECTIONS. The
capacities represent what one also often calls CON-
TROL VOLUMES, namely parts of the space to which
one assigns a common property, such as some uni-
form intensive properties characterising a physical
phase.

Generating this first level is crucial to the defi-
nition of the process model. Any following up step
is limited by the structure of the physical topology.

Thus it is critical to understand what it represents.

plant

Figure 1:Generating an abstract physical topology:
split the plants volume into smaller volumes and in-
troduce connections for extensive quantity transfer.
This can be readily extended by introducing a hier-
archy.

Firstly, establishing a physical topology of a pro-
cess is not an automatic process but a design process.
It requires an in-depth understanding of the process
being modelled. The process leading to the physical
topology can be depicted as in figure 1. The user
must first determine what shall be modelled, think
about the environment and what affects the plant.
This subdivision defines capacities and connections,
thus implies a certain dynamic behaviour. This in
turn links to time-scales, thus one needs to think
about the time-scale range for which the model shall
represent the behaviour of the real-world object. It is
the WIDTH of the time-scales being modelled that
implies complexity. The model will describe only
those parts dynamically, which are modelled as ca-
pacities. The connections have no capacity. Re-
lating the ability to store FUNDAMENTAL EXTEN-
SIVE QUANTITY (= conserved quantities) with what
comes in and out in terms of streams of affecting ex-
tensive quantities, gives a measure for the time scale
in which the respective capacity operates. Comput-
ing the range is a mini-max calculation. The model
is to match the purpose for which it is being used.
Thus one has to know about the time-scale of the ap-
plication of the model in order to decide how fine the
GRANULARITY of the model must be. Once one has
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decided on a granularity, one can refine the model by
lumping too fine parts and subdivide too gross parts
thus do model agglomeration or model refinement,
respectively. The aim of this process must be to get
a small distribution for the time constant ranges of
the individual capacities.

Species Topology

The first refinement of the topology is to put the
matter into the structured physical space. This is
done by a couple of basic mechanisms: 1) injec-
tion of species into capacities, 2) injection of reac-
tions into capacities, 3) constraining flows by intro-
ducing permeabilities for individual mass connec-
tions, 4) directionality of flow (bi-directional or uni-
directional).

1) Injection of species: This introduces a species
in a specific location. Often there is a natural point
for the injection, namely the source for the species.
In chemical plants this is mostly a feed tank or an-
other resource.

2) Injection of reactions: This introduces poten-
tial reactions, that is, the reaction may take place, or
one may say, the reaction is enabled. Injecting the
reaction does not say anything about the conditions.
It merely indicates that if a set of species is present,
the reactants, than a set of other species, the prod-
ucts, may be generated through this transposition.

3) The permeabilities proved means to constrain
flows, that is, a black-white description of a mass
connection is given in which one states if or if not
a species is transferred. One may think here of a
absolutely selective membrane.

4) Directionality reduces the complexity, whilst
constraining the descriptive power of the model sig-
nificantly. In essence this last mechanism is not nec-
essary, but reduces often the complexity. For exam-
ple a feed tank that connects to a plant part such that
no backwards flow can occur may be modelled in
this way.

These concepts are sufficient for the computa-
tion of the species distribution. For this purpose, one
makes use of the typing of connections as one looks
only at the connections that can transfer species,
mass connections. The typing is usually done when
defining the physical topology, but it may also be
done later. The typing allows also a distinction of

topologies. One can view coloured, or typed, net-
works and define for example mass transfer net-
works related to mass in general or species mass or
any combination of species as a colour. One may do
the same for other quantities such as heat or work,
etc. The computation of the species distribution is
then simply an extended colouring algorithm as one
can find them in any discrete mathematics text that
talks about graphs and their properties etc.

Variable and Equation Topology

Finally to each element in the topology a mathemati-
cal description is added. The basic dynamic descrip-
tion is given by a basic dynamic description of the
individual capacities and the physical topology com-
bined with the species topology. For each capac-
ity a set of component mass balances and an energy
balance as well as momentum balances can be gen-
erated when introducing the concept of INDUCED

FLOWS. Latter are easiest explained on examples,
namely mass flow induces energy flow as mass car-
ries internal energy, potential energy and kinetic en-
ergy. Equally, mass flow induces momentum flow.
Assigning symbols to molar component mass,n, to-
tal energy,E, conductive and radiation heat flow, ˆq,
work flows, ŵ, one can write the component mass
balances and the energy balance [11]. For the two

a b

{A∗
,B} {A,B}&{A→ B}

work flow
component mass flow
conductive heat flow

Figure 2:Two simple systems communicating com-
ponent mass, work and conductive heat. Species A
was injected in system a (marked with a * in the
species set), is transferred to system b through the
mass connection. In system b there is a possible re-
action of A→ B. Thus species B is generated and
again transferred back to system a through the mass
connection. In addition work and convective heat is
communicated through the respective connections.

systems in Figure 2 one can write the component

415

SIMS 45

Proceedings of SIMS 2004
Copenhagen, Denmark, September 23–24, 2004

www.scansims.org



mass balances:
dna

dt
:= −n̂a|b , (1)

dnb

dt
:= n̂a|b + ñb . (2)

With the hats indicating flows and the notationa|b
giving the direction of the flow, namely from sys-
tem a to systemb. The direction indicated is to be
seen as reference coordinate system against which
the flow of the individual components are measured.
The same applies to all the other quantities. The
graphs are thus directed. For the energy balances
we can write:

dEa

dt
:= −Êa|b− q̂a|b− ŵa|b− ŵ(n̂a|b) , (3)

dEb

dt
:= Êa|b + q̂a|b + ŵa|b + ŵ(n̂a|b) . (4)

Notice that the energy balances are given in their
pure form, thus no transformation of any kind has
been applied. Also, there are induced flows to be
observed, here volume work flows ˆw(n̂a|b) that are
induced by mass flow besides the already mentioned
energy flow,Êa|b. The energy E is including inter-
nal, kinetic and potential energy. Because no state
variable transformations have been yet applied, the
reaction term is not appearing in any form in the en-
ergy balance of systemb. It should also be noted
that the directionality reflects into the balances and
it is easy to see that one can map all balances into a
block matrix equation:

dx
dt

:= Fz+Rr . (5)

Wherex is the vector of fundamental quantities, a
stack of the component mass and energy for the two
systems. The vectorz is the stack of flows and the
vectorr the vector of transpositions, here reactions.
The matrixF is the flow matrix and contains only
information about the graph thus blocks of−1 and
+1, whilst the matrixR is a block matrix with the
blocks being the stoichiometric matrices for the re-
spective systems.

The flows and the reactions introduce secondary
state variables such as concentrations and the PO-
TENTIALS temperature, pressure and chemical po-
tential. These secondary state variables MUST be
the result of a mapping from the primary, fundamen-
tal statex. Whilst this seems obvious, the MOD-
ELLER program, which was the result of three con-
secutive PhD thesises [3, 5, 11], is the first program

that actually enforces these mappings. This has been
introduced in the third thesis by Westerweele.

The algebraic equations listed below must be as-
signed to the flows and reactions:

z :=
[

S
z
,S

v

]

[

z(y,p
z
)

S
yv

y v(y,p
z
)

]

, (6)

r := r(y,p
r
) , (7)

Finally the secondary states and the properties are
extended.

y := y(y,x,p
y
) , (8)

p
j

:= p
j
(y,p

p
) ; j ∈ {z, r,y, p, i} , (9)

The resulting equations must generate a completely
defined set otherwise the system is not proper [9].
Whilst some of these equations are not explicit, it
is in most cases possible to arrange them in a lower
triagonal form. The analysis can be facilitated by a
bi-partite graph analysis. The concept of LOCAL-
ITY is essential: Connections are local to the two
connected systems, whilst the rest of the algebraic
part of the model is local to the individual system.
The analysis is thus limited always to single or pairs
of systems. In the case of our implementation in
MODELLER, this analysis is done on-line as the
equations are being selected from a pre-defined set
of lists. The relative complex representation of the
flow equations allows for the use of transformations
first. It is quite common that, for example, mass flow
is given in terms of volumetric flow.

Time-scale assumptions

The ability to make time-scale assumptions in the
form of fast transfer, fast kinetics and small capac-
ities (all reaching the respective limit of infinity or
zero) and resolve the resulting structural problems in
the differential algebraic model is unique to the cur-
rent implementation of the MODELLER. The index
problem is resolved through model reduction, which
utilises the fact that the balance equations are lin-
ear. The model reduction reduces consequently to
null-space computations of submatrices of the flow
matrix and the transposition matrix. For details the
reader is referred to [8,10,11].
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Implementation
The current implementation of the MODELLER

has the following functions:

• Context sensitive editor for manipulating a hi-
erarchical physical topology

• Refinement with species topology

• Refinement with variable and equation topol-
ogy

• On-line check on consistency of equation set

• Definition of simulation models

• On-line implementation of time-scale assump-
tions with automatic model reduction to index
1 problems

• Generation of code for matlab’s DAE solver
(MathWorks), e-modeller (Protomation BV,
NL), Modellica (Dynasim).

Besides the brief example to follow, the inter-
ested reader is referred to the thesis of Westerweele
[11], which can be found on the web page of the
author. The current implementation is limited to
lumped systems, component mass and enthalpy, thus
constant pressure system. A project to extend into
distributed systems is currently on its way. Further,
efforts are taken to make the input to the equation
topology harder, that is, a context sensitive editor
checking on the validity of thermodynamic relations
is now defined as a new project.

A Brief Example
For the purpose of demonstrating some of the

features of the discussed representation, we look at
the equations for a very simple plant Figure 3. The
first step is to suggest a physical topology. We use a
simple concept by assuming the behaviour of an ide-
ally stirred tank reactor for the jacket (J) and the con-
tents of the reactor (F). The feed and product tanks
as well as the source and sink of the two streams
serving the jacket, are not of interest and are mod-
elled as infinitely large capacities, thus thermody-
namic reservoirs (Figure 4). Also, we limit the rep-
resentation to component mass and energy. Notice
that the figure indicates a two-level hierarchy in the

A B

R
P

Figure 3:A simple reactor installation with two feed
tanks, a jacketed stirred tank reactor and a product
tank

H

C

A B

FJ

P

R

n̂J|H

n̂C|J

n̂A|F n̂B|F

n̂F |P

q̂J|F

Figure 4: Assuming an ideally stirred tank be-
haviour for the reactor tank contents and the jacket
contents, and only being interested in the reactor
and not the feed as well as the product tank, the
topology is rather simple.

representation, as the reactor is shown as a sub-
network. In a next step, we introduce the "chem-
istry" adding the species A and S to tank (reservoir)
A, B and S to tank (reservoir) B and the cooling
fluid K to reservoir C. In the fluid phase of the re-
actor we introduce a chemical reaction in which A
and B are reacting to form species D. The topol-
ogy can be typed generating coloured topologies.
If we choose to show the mass domains we only
have to delete all the heat-flow connections and, if
they would be present, the work-flow connections,
to find two of them (Figure 5). For the heat-flow do-
mains we delete all mass flows and, if they would be
present, the remaining work flows (Figure 6). With
this simple structure, we only have to generate the
equations for the two lumps: jacket and fluid con-
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H

C

A B

FJ

P

n̂J|H

n̂C|J

n̂A|F n̂B|F

n̂F |P

Figure 5:The two mass-flow domains give the mass-
flow matrixFm

FJ

q̂J|F

Figure 6:The heat-flow domains with the reservoirs
being primitive domains. This graph yields the con-
vective heat-flow matrixFq

tents. Before we do that so, we introduce a set of
early assumptions, which are quite commonly, not
to say nearly always, made in such systems. The as-
sumptions are related to the energy balance. Let us
write a generic energy balance for an arbitrary net-
work:

dE
dt

= FmÊ+Fq q̂+Fmŵ(n̂)+Fw ŵ ,

= Fm (

Ê+ ŵ(n̂)
)

+Fq q̂+Fw ŵ .

We see clearly the effect of defining induced flows,
here volumetric work flow, which is induced by the
mass flow. The total energy (E) is the sum of internal
(U), kinetic (K) and potential (P) energy:

E := U +K +P.

The effect of kinetic and potential energy, in the ca-
pacities as well as in the mass-flow streams, are neg-
ligible which gives rise to the definition of enthalpy

H := U + pV ,

which leads to a simpler representation

dH
dt

= FmĤ +Fq q̂+Fw ŵ .

Finally, before we can generate the equations
we need to determine the component-mass-flow
domains. These depend on the assumptions of
bi-directional or uni-directional mass flows. In the
case we have here, it would be natural to assume
uni-directional flow, meaning that one a priori
eliminates the possibility that the mass stream
flows in negative direction, that is, opposite the
arrows’ direction. The difference is seen quickly:
cap. reac. uni-dir. bi-dir.

A {A∗
,S} {A∗

,B,D,S}
B {B∗

,S} {B∗
,B,D,S}

F {A+B→ D} {A,B,D,S} {A,B,D,S}
P {A,B,D,S} {A,B,D,S}
J {K} {K}

Now it is straightforward to generate the component
mass balances and the energy balances for the two
capacities J and F.

[

dnF
dt
dnJ
dt

]

:= Fm















n̂A|F

n̂B|F

n̂F |P

n̂C|J

n̂J|H















+RñF ,

For uni-directional flows, the mass-flow matrixFm

is:












1 −1
1 −1
1 1 −1

1 1 −1

1 −1













.

The two mass domains stand out clearly as the two
blocks (lower left, upper right) are zero. Also no-
tice the compactness of the representation. There is
no unnecessary information included, for example
only those species are being included that are actu-
ally present. There are also no "cut-equations" as
they are often used in simulation software such as
Modelica and bondgraph programs. The stoichio-
metric matrix is also easily found

R :=













−1
−1

1
0

0













.

Finally one would define the expressions for the uni-
directional mass flows (select second option in equa-
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tion 6) and the 2nd order reaction kinetics:

na|b := caV̂a|b ,

rF := k(TF)cF,AcF,B .

The kinetic constant could be a function of the tem-
perature as indicated, which usually is modelled
with an Arrhenius equation. Both these define con-
centrations, which are secondary state variables that
need to be linked back to the primary state. For the
arbitrary systema these are the equations:

ca :=
na

Va
,

Va := [1, ...,1]naρ−1
a .

with ρ being the molar density. The energy balances
are:

[

EF

EJ

]

= Fm















ĤA|F

ĤB|F

ĤF |P

ĤC|J

ĤJ|H















+Fq q̂J|F .

The mass flow matrix does here only refer to the to-
tal flows (thus the modified symbolFm instead of
Fm):

Fm :=

[

1 1 −1 0 0

0 0 0 1 −1

]

.

The conductive heat-flow matrix is:

Fq :=

[

1

0

]

.

The heat transfer is modelled with Newton’s law of
cooling:

q̂J|F := −pJ|F (TF −TJ) .

The temperature is to be computed from the relation:

H :=
∫ T

Tref

cp(T)dt .

Wherecp(T) is the specific heat capacity, which is
the partial derivative of the enthalpy with respect to
the temperature and the "parameter"pJ|F is the pro-
duct of the overall heat transfer coefficient and the
heat transfer area.

These equations give the main relations. The lit-
tle being left out should be easy to fill in by the
reader and complete the description. The attentive
reader will also notice that the equation set defines a
bi-partite graph, which can be used to establish what
must be given in order to be able to integrate the
equations. In the view of the limited space this is
left to the reader, but given the initial conditions for
the primary state variables being the molar masses
in the capacities J and F and the parameters (kinetic
constant, density etc.), a DAE solver will be readily
able to solve these equations.

A Thought on the Side
If one looks into the current contents of educa-

tion programs in process engineering, than one finds
that there is very little education on the structuring
mechanism as it underlies this analysis. In most
cases it is hidden away or in the best cases hinted
such as "making a pseudo-steady state assumption".
It is astonishing that whilst any model is requiring
going through this process, the required thinking
pattern is currently not addressed explicitly in most
of our teaching programs.

Also: whilst electrical and mechanical engineers
typically deal with scalar or 3-dimensional spaces
for the primitive model components, the chemical
engineers’ primitive elements are usually of higher
dimension, namely of # of mass components + 1 for
energy + possibly 3 for momentum. Thus it is sur-
prising that it is chemical engineering that has the
smallest amount of education in multidimensional
spaces when comparing the three disciplines.

Conclusions
Models are not unique items. For every plant one

may design different models. It is the user, who is
asked to provide his view of how the physical space
of the plant and its affecting environment by splitting
the identified domain into a set of primitive systems
that have capacity to store mass, energy etc, and con-
nections that communicate extensive quantities be-
tween pairs of neighbouring primitive systems. The
result is an abstraction of the control volume con-
cept into a graph with the vertices representing the
capacities and the arcs representing the connections.
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Adding the colouring, where colours are species and
type of extensive quantity, the main body of infor-
mation about the process model is captured, namely
the model granularity, the interactions and the rele-
vant extensive quantities. After having defined the
granularity and interaction pattern of the physical -
chemical - biological entity, one only needs to fill
in the mechanisms of (i) transfer of extensive quan-
tity, (ii) chemical (biological) kinetic and phase tran-
sitions, (iii) state variable transformations and (iv)
physical properties all as a function of the funda-
mental state, latter being the vector of conserved
quantities. The graph, thus, contains all this latter
information and is, as a picture, very well suited for
communicating the process model properties in the
large. We have not only been using this concept for
the Modeller, but use it also for teaching and any
kind of discussion, where the properties of a model
are of relevance. Today, models are build with little
analysis as indicated above and probably are link-
ing to the main problems in modelling dynamic pro-
cesses.

The MODELLER is the first program of its kind
that guarantees the generation of STRUCTURALLY

SOLVABLE SIMULATION PROBLEMS, namely DIF-
FERENTIAL ALGEBRAIC EQUATIONS OF INDEX 1

The key to this achievement is to not substitute
the algebraic part but treat the problem in the fun-
damental space of the conserved quantities, which is
linear in the essential quantities.

The project has reached industrial standard by
proving its efficiency in the construction of training
simulators and other simulation models. A 10-fold
increase in efficiency is not a-normal, but 3-5 times
quicker is almost always achieved. Whilst the tool
is still somewhat experimental and suffers of some
shortcomings, these problems will sequentially be
removed in the follow-up projects.
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Abstract
Modelica is an equation-based, mathematical modeling language which is in the process of being
extended with support for partial differential equations (PDEs). In this context, support for dis-
tributed variables, so called fields, is one of the most important extensions. Fields will be defined
over continuous domains in the language, in order to separate mathematical description from imple-
mentation details like discretization. In this paper, we describe declaration of fields over continuous
domains, initialization of field values, mapping between fields and scalars and vice versa, and also
type compatibility in expressions containing fields.

Keywords:Component-based modeling. Object-oriented modeling. Declarative modeling. Partial
differential equations.

Introduction
Modelica is a general purpose, object oriented mod-
eling and simulation language [7, 11]. Physical sys-
tems can be modeled declaratively in Modelica us-
ing equations, and complex systems can be defined
hierarchically using components and connections.
Physical properties are declared as time-dependent
variables and equations are written using expres-
sions containing variables and time derivatives of
variables. Before simulation, the models are trans-
lated by a Modelica compiler into a system of dif-
ferential and algebraic equations (DAEs), which can
be solved using standard DAE solvers. Integrated
Modelica tools such as Dymola [4] and MathMod-
elica [6, 9] exist, where translation and simulation is
done automatically by the tool.

An example model of a capacitor follows:

model C a p a c i t o r
import Model ica . SI .∗ ;
parameter C a p a c i t a n c e C=1;
Vo l t age v ;
C u r r e n t i ;

equat ion
i = C∗der ( v ) ;

end C a p a c i t o r ;

Here, Capacitance, Voltage and Current

are types declared in the Modelica Standard Li-

brary [10] and are derived from the builtin basic type
Real representing real values. The variableC is de-
clared as a parameter, which means that its value is
constant during simulation. The variablesv andi
are time-dependent variables. The equation states
the relationship between the current and the voltage
that holds for a capacitor. Depending on the circuit
that this model is used as a component, the Model-
ica tool automatically solves for the unknown vari-
able and represents the results. The parameter can
be modified during declaration of capacitor compo-
nents, or at the start of a simulation.

Currently, Modelica has very limited support for
modeling with partial differential equations (PDEs).
There is ongoing research for introducing language
constructs for direct PDE support in the Modelica
language [16].

This paper describes language constructs to sup-
port time-dependent variables with spatial distri-
bution. The idea is to define a representation of
thefield concept in mathematics, with continuous
ranges instead of arrays as in common programming
languages, in order to allow mathematical models to
be independent of specific implementation choices.
Language constructs are needed for definition of
continuous ranges, declarations of fields on domains
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and definition of field values using a construct sim-
ilar to array constructors with iterators in Modelica
and other languages such as Python [15]. Also, op-
erators for converting spatially distributed variables
into scalar variables and distribution of scalar vari-
ables on a domain are needed, in order to connect
distributed models and models with scalar variables
together. The implementation of the extensions in a
prototype environment called OpenModelica [1, 13]
is also described, together with an example.

In the following sections, the syntax of language
constructs is shown using the following notation:

"parameter" Type var ";"

In this notation, the characters between quotes are
taken literally. Words in bold style denote keywords,
and emphasized words denote variable grammar el-
ements.

Fields
Quantities with spatial distribution are usually rep-
resented using arrays in programming languages as
well as in modeling and simulation languages such
as Modelica. In such cases, the variable is dis-
cretized during formulation of the model. In order
to declare the model before doing any discretization,
a new kind of type is needed in Modelica, called a
field type. A field is a mapping from points in a
domain to values. In mathematical software the do-
main is usually discretized and the field is an array of
values for each of the discrete points. In order to sep-
arate discretization of a model from the model dec-
laration, fields in Modelica should be defined over
continuous domains.

Field Variables

Type specification in variable declarations in Mod-
elica can contain attributes such asparameter,
flow, etc., as seen in the example in the introduc-
tion. The type attributes are used to declare different
kinds of variables with respect to variability, signal
direction, etc. Using a keywordfield to specify
fields allows declaration of fields with any existing
type. The syntax is as follows:

"field" Type fieldvar ";"

Here,Typecan be any of the builtin types or user-
defined types derived from the builtin types. For ex-
ample:

f i e l d Tempera ture T ;

Temperature can be defined as follows:

type Tempera ture = Real ( u n i t ="K " ) ;

When declaring a field variable, the definition do-
main must be specified as well. In Modelica, builtin
types have attributes such asunit, start, etc.,
which can be modified in declarations or new type
definitions. A new builtin attributedomain in the
Real type can be used to give the definition do-
main of a field variable using modifications. Modi-
fications in Modelica are hierarchical parenthesized
lists ofname=valueequations in declarations. For in-
stance, a modification is used in the definition of the
Temperature type above, for changing theunit
attribute of the builtin typeReal to the unit value
that holds for temperature. The declaration ofT

above with a domain modification looks like this:

Rectangu larDomain omega (. . . ) ;
f i e l d Tempera ture T(domain=omega ) ;

Here, a domain of typeRectangularDomain is
used. Domain definitions in Modelica are further
described in [16].

Field Constructor

In order to initialize field variables or define con-
stant fields, constant field values must be possible
to express in the language. A field constructor is
an expression which generates a field value over a
given domain using a given expression. The syntax
for the field constructor is:

"field" "(" expr1 "for" iter "in" expr2 ")"

Here, iter is a single iterator variable or a list of it-
erator variables enclosed in parenthesis. The itera-
tor variables represent the coordinates in the space
where the domain is defined. For example, for a
two-dimensional domain, two iterator variables are
needed, e.g.:

TestDomain omega ( . . . ) ;
f i e l d Real f = f i e l d (2∗ x+y f o r ( x , y ) in omega ) ;

The iterator variables are defined only in the local
scope, e.g. they are only available in the field con-
structor expression. Variables in the outer scope
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with the same names as the iterator variables are
shadowed.

The first expressionexpr1 is the expression for
calculating the field values. Given a point in the do-
main, the value of the field at that point is the value
of expr1. The iterator variables can be used inexpr1
to define fields with spatial dependency.

The second expressionexpr2 should evaluate to
a domain object. Currently, this can only be a ref-
erence to a previously declared domain object. In
future implementations, domain constructor expres-
sions may be considered as well.

This approach is similar to the existing array con-
structor syntax in the current Modelica language,
where the keywordarray is used instead offield.
Array constructors in Modelica also have a shorter
syntactic form:

"{" expr1 "for" iter "in" expr2 "}"

A corresponding short form for field constructors
was considered, but using curly braces in both cases
makes the semantics ambiguous and requires type
checking ofexpr2to determine whether the expres-
sion is an array or a field constructor. Other char-
acters than curly braces might be considered for the
short form of the field constructor.

Field Type in Expressions

When field variables appear in expressions, the type
of the expressions must be derived appropriately.
Mixing of field variables and scalar variables must
be handled, as well as field variables with different
definition domains.

Binary Operators

For mixing of scalars and fields, some of the binary
operators can be overloaded in a similar way as for
vectors and matrices in Modelica. Table 1 shows
the binary operators in Modelica which are over-
loaded to handle operations between scalars and ar-
rays. Similar overloading can be done for operations
between scalars and fields.

The elementwise array operations require the
sizes and dimensions of the operand arrays to be
equal. Correspondingly, elementwise field opera-
tions should require the domains of the operands to
be equal. Table 2 summarizes some binary opera-

Table 1: Array operations in Modelica

Operand 1 Operand 2 Result
=, := Array[m,n] Array[m,n] Array[m,n]
+, - Array[m,n] Array[m,n] Array[m,n]
* Scalar Array[m,n] Array[m,n]

Array[m,n] Scalar Array[m,n]
Array[m,n] Array[n,p] Array[m,p]

/ Scalar Array[m,n] Array[m,n]
Array[m,n] Scalar Array[m,n]

tors and their result types when used with fields or
scalars and fields.

Table 2: Overloading of binary operators for fields

Operand 1 Operand 2 Result
=, := Scalar Field (onΩ) Field (onΩ)

Field (onΩ) Scalar Field (onΩ)
Field (onΩ) Field (onΩ) Field (onΩ)

+, - Scalar Field (onΩ) Field (onΩ)
Field (onΩ) Scalar Field (onΩ)
Field (onΩ) Field (onΩ) Field (onΩ)

*, / Scalar Field (onΩ) Field (onΩ)
Field (onΩ) Scalar Field (onΩ)
Field (onΩ) Field (onΩ) Field (onΩ)

Although addition and subtraction of scalars and
arrays is currently not directly supported by over-
loaded operations in Modelica, this can easily be ar-
ranged for fields and scalars. Addition or subtraction
of a scalar with a field can be seen as changing the
value of the field with a constant offset.

The equation and assignment operators will also
have an optional domain attribute, which is useful
for defining boundary conditions. The syntax for
equation and assignment with an explicit domain is:

expr1 "=" expr2 "in" expr3;
cref ":=" expr2 "in" expr3;

Here,expr3is a domain object, which can currently
only be a reference to a previously declared domain.
An equation with a domain attribute can look like
this:

model T es t
TestDomain omega ( . . . ) ;
f i e l d Real f ( domain=omega ) ;
parameter Real q1 , q2 ;

equat ion
f = q1+q2 in omega . boundary ;

end T es t ;
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The fields appearing in the expression should still
have similar definition domains. The explicit do-
main attribute should then be a subset of the domain
of the fields appearing in the expression. Possibly,
this requirement can be relaxed, to only requiring
that the explicit domain must be a subset of all ap-
pearing fields, which may have different domains
with at least the same subset as the explicit domain.

An optional extension is to also allow the keyword
on for use with domain objects that represent bound-
aries, as it is used in mathematical literature when
referring to boundaries e.g. in boundary conditions.

Special Operators

The builtin special operators in Modelica should be
overloaded to handle fields as well. For example,
the der() operator applied tov, i.e. der(v), repre-
sents the derivative of the variablev. If v is a field,
the result of the operation should be a field with the
same domain asv and where the resulting field is
the derivative of the fieldv. The same applies to
the new operatorpder() which represents a partial
derivative. Special operators which take more than
one argument, likepder(), should check for the first
argument for type information, and keep the domain
of the given field variable.

For example, the operatorder(v) can be defined
for a field argument on a one dimensional domain
using a field constructor:

der ( v ) = f i e l d ( der ( v ( x ) ) f o r x in v . domain ) ;

Here, v(x) is a field access operation with a scalar
variable, as described in the following section, and
der(v(x)) is the time derivative of the scalar variable
according to standard Modelica.

Accessing Field Values

Values of the field on singular points in the domain
can be accessed using the function-call like syntax:

fieldvar "(" expr [ , expr ...] ")"

Here,fieldvar is a reference to a field variable, and
the list of expressions is the coordinates in the do-
main of the field variable. The number of expres-
sions given here should be equal to the domain di-
mension. For example:

model TempField

f i e l d Tempera ture T( domain=omega ) ;
Tempera ture t _ i n t e r i o r ;

equat ion
t _ i n t e r i o r = T ( 1 . 4 , 1 . 7 ) ;

end TempField ;

Hereomega is a two dimensional domain, and the
equation states that the scalar variablet_interior

is equal to the value of the fieldT at the coordinates
(1.4,1.7) in the domain.

Field reduction

Integrals appear in equations in many modeling
situations. In order to express integrals of fields
over spatial variables, an integral operator is needed.
This can be seen as a field reduction operator. Re-
duction expressions for arrays are already supported
for some operations in Modelica. Hence, the syntax
for the integral operator should be similar to the
existing syntax:

"integral" "(" expr1 "for" iter "in" expr2 ")"

Here,iter is a list of local variables representing co-
ordinates in the domain given inexpr2. The result of
the integral operation is a scalar. Optionally, single
integration can be supported, i.e. integrating over
fewer spatial variables than the dimension of the do-
main, resulting in a field with a smaller dimension.

Example
A two-dimensional Modelica example where fields
are used is shown in Figure 3. The domain of the
problem, shown in Figure 3, consists of two subdo-
mains,plate andheater. The partial differential
equation in the plate part is

ρC
∂T
∂t

− ∇ · (k∇ T) = 0 in Ωplate (1)

Here,ρ andC are the material constants density and
heat capacity,k is the thermal conductivity, andT
is the unknown temperature. In the heater part, the
source termQh is non-zero:

ρhCh
∂T
∂t

− ∇ · (kh∇ T) = Qh in Ωheater (2)

The homogeneous Neumann boundary condition is
used for the insulated edges, stating that no heat flow
occurs through that edge:

k
∂T
∂n

= 0 on Ωins (3)
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For the non-insulated side, the Robin boundary con-
dition is used, where heat flow through the boundary
is proportional to the temperature difference across
the boundary:

kn
∂T
∂n

+hnT = hnTout on Ωnonins (4)

Here, kn is the thermal conductivity of the bound-
ary, hn is the heat transfer coefficient of the bound-
ary andTout is the temperature outside the domain.
Both boundary conditions (3) and (4) use the nor-
mal derivative ∂

∂n, which is the directional derivative
in the outward normal direction from the boundary.
In the code shown in Figure 3, the normal derivative
is represented by the operatornder().

In two dimensions, the differential operators di-
vergence and gradient are defined as:

Divergence: ∇ ·

(

u1

u2

)

= ∂u1
∂x + ∂u2

∂y

Gradient: ∇ u =

(

∂u1
∂x
∂u2
∂y

)

Using arrays of fields, these operators can be written
as Modelica functions, as shown in Figure 2.

The controller is a simple proportional controller
checking the temperature at the sensor coordinate,
and setting the heater source term proportional to the
difference between the actual and the goal tempera-
ture. The equation for the controller is:

Qh = c+k∗ (Tgoal−Tsensor) (5)

insulated boundary

plate

insulated boundary

heatersensor

x

y

boundary
non-insulated

insulated
boundary

Figure 1: Overview and domain of the example in
Figure 3.

Implementation
The field type and field constructors have been im-
plemented in the OpenModelica [1, 13] environ-
ment. The type system is extended with the field

f u n c t i on g rad ien t
inpu t f i e l d Real u ;
output f i e l d Real v [ 2 ] ;

algor i thm
v [ 1 ] := pder ( u , x ) ;
v [ 2 ] := pder ( u , y ) ;

end grad ien t ;

f u n c t i on d ivergence
inpu t f i e l d Real u [ 2 ] ;
output f i e l d Real v ;

algor i thm
v := pder ( u [ 1 ] , x ) + pder ( u [ 2 ] , y ) ;

end d ivergence;

Figure 2: Divergence and gradient operators in two
dimensions, defined in terms of thepder() operator,
using arrays of fields.

type including domain information for the field.
Some of the operators are also overloaded accord-
ing to the specification in previous sections. Specif-
ically, the operatorsder() andpder() are handled in
order to keep the type of the field variable that they
are applied to. Also, the domain information, which
is kept together with the field type, is preserved in
der() andpder() expressions.

Field constructors are implemented by implicitly
generating functions with the iterators as the input
arguments and the field constructor expression as the
function body calculating the return value. Thus,
when discretizing, the field calculator function can
be called to get the field value at desired points over
a given mesh.

Solution

In order to simulate models containing PDEs, the
domains are discretized and fields are replaced
with arrays of values over the discretized domains.
Domain discretization is done by external tools,
e.g. a mesh generator when using the finite ele-
ment method. The PDEs are replaced by a space-
discretized set of equations, containing only scalar,
time-dependent variables, e.g. the field variables are
replaced with arrays of scalar variables. The result is
standard Modelica which can be simulated in exist-
ing Modelica tools, using methods for solving ordi-
nary differential and algebraic equations. The sim-
ulation results can be plotted in three-dimensional
plots in tools like Mathematica or Matlab.
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model C o n t r o l l e d H e a t e r
import Model ica . S I U n i t s . Tempera ture ;
import Model ica . Math . s i n ;
TestDomain omega ;
parameter Real T0=0 , T0_h =0;
parameter Real rho =1 , rho_h =1 , C=1 , C_h =1 , k =1 , k_h =1;
parameter Real k_n =1 , l _n =1;
Real Q_h ;
Real T_out ;
Real T_sensor ;
parameter Real h e a t e r o f f s e t =0 , h e a t e r k =1 , T_goal =23;

f i e l d Tempera ture T ( domain =omega ) ;

p ro tec ted
parameter Real h_n = k_n / l _n ;

i n i t i a l equat ion
T = f i e l d ( T0∗ s i n ( x+y ) f o r ( x , y ) i n omega . p l a t e ) ;
T = T0_h i n omega . h e a t e r ;

equat ion
rho∗C∗der (T ) − d ivergence( k∗ grad ien t (T ) ) = 0 i n omega . p l a t e ;
rho_h∗C_h∗der (T ) − d ivergence( k_h∗ grad ien t (T ) ) = Q_h i n omega . h e a t e r ;

/ / Boundary co n d i t i o n s
k∗nder (T ) = 0 on omega . i n s ;
k∗nder (T ) + h_n∗T = h_n∗T_out on omega .non ins ;

/ / C o n t r o l l e r
T_out = 18 + 8∗ s i n ( t ime ) ;
T_sensor = T ( 1 . 4 , 1 . 7 ) ;
/ / c o o r d i n a t e s i n t h e domain , mapping f i e l d−> Real
Q_h = h e a t e r o f f s e t + h e a t e r k∗ ( T_goal − T_sensor ) ;

end C o n t r o l l e d H e a t e r ;

Figure 3: A model of heat transfer in a domain with a heater and a sensor.
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Related Work
There are different categories of packages for solv-
ing PDEs. Some of them are code libraries, where
the PDE is not separately specified but a numerical
solver is written using a programming language and
components from these libraries in order to solve the
specific PDE problem. PETSc [2], Diffpack [3] and
Overture [14] are some packages in this category.

There are also problem solving environments, that
contain integrated tools for the different steps of the
modeling and simulation process, such as graphical
tools for defining the domain, tools for specifying or
selecting a numerical solver among several solvers,
and tools for visualization of the simulation results.
PELLPACK [8] is such a problem solving environ-
ment that contains several PDE solvers and has a
high level language for the PDE problem definition.
FEMLAB [5] is another simulation tool, with graph-
ical user interface where the user can choose a model
among many predefined PDE models, modify its pa-
rameters, graphically define the problem domain and
assign boundary conditions, simulate the model and
visualize the results.

An environment that is more language oriented,
analogous to Modelica, is gPROMS [12]. This en-
vironment has a high level language for specifying
PDE models on rectangular domains, where com-
plex partial differential and algebraic equations and
mixed systems of integral, partial and ordinary dif-
ferential and algebraic equations can be solved.

In our approach, we define a high-level language
for describing PDE models and general geometric
domains. The proposed language constructs aim to
be consistent with the standard Modelica language
constructs, and allow combining of existing Model-
ica models and new PDE models.

Conclusion and Future Work
In this paper we have described how field variables
can be introduced and used in Modelica. Both the
syntax and semantics was handled, in terms of decla-
ration of variables and expressions for defining con-
stant fields, and overloading of operators for con-
venient use of field variables in expressions. We
have also described how field variables can be im-
plemented in a Modelica translator, by generating
functions that can be used to interpolate fields dur-
ing the discretization step.

The use of field variables in Modelica models in-
troduces an abstraction level for distributed models
that is consistent with the existing models in current
Modelica. Continuous domains and fields on con-
tinuous domains keeps the model clean from dis-
cretization details. If discretization information is
necessary to include in the model, this can easily be
introduced using annotations, which is a mechanism
to add generic, tool or simulation related informa-
tion to Modelica models in a standardized way.

The field constructor can be used to construct
fields and directly use them in expressions. Im-
plicitly generated field constructor functions allows
changing the discretization detail without changing
the original Modelica model.

Future work involves extracting the partial differ-
ential equations and replacing them with discretized
ordinary differential equations, using the method of
lines approach. Different discretization methods can
be used, such as the finite difference, the finite ele-
ment or the finite volume methods. Field variables
are then replaced by array variables. The field ac-
cess operation for unknown field variables can be
implemented by generating a function which inter-
polates the solution at the given coordinate. Also,
the field extensions can be integrated into the simu-
lation backend and the code generation. Using parts
of the Rheolef finite element environment [17] is
preferred, since this will simplify implementation of
discretized fields over given meshes.
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ABSTRACT

In the present work a framework for optimizing the design of boilers for dynamic operation has

been developed. A cost function to be minimized during the optimization has been formulated and

for the present design variables related to the Boiler Volume and the Boiler load Gradient (i.e. firing

rate on the boiler) have been defined. Furthermore a number of constraints related to: minimum

and maximum boiler load gradient, minimum boiler size, Shrinking and Swelling and Steam Space

Load have been defined.

For defining the constraints related to the required boiler volume a dynamic model for simulating the

boiler performance has been developed. Outputs from the simulations are shrinking and swelling of

water level in the drum during for example a start-up of the boiler, these figures combined with the

requirements with respect to allowable water level fluctuations in the drum defines the requirements

with respect to drum size.

The model has been formulated with a specified building-up of the pressure during the start-up of

the plant, i.e. the steam production during start-up of the boiler is output from the model. The steam

outputs together with requirements with respect to steam space load have been utilized to define

requirements with respect to steam drum size.

The cost function has been defined as a function taking the weight of the boiler, its dynamic capabil-

ity and finally the consumptions during dynamic operation of the boiler into consideration (the latter

presumed constant). It has been shown that the weight of the boiler is (with an acceptable accuracy)

proportional with the volume of the boiler. For the dynamic operation capability a cost function

penalizing limited dynamic operation capability and vise-versa has been defined. The main idea is

that it by mean of the parameters in this function is possible to fit its shape to the actual application.

In the paper an optimization example is shown and the results discussed. By means of the developed

model it is shown how the optimum changes from a boiler favoring a good dynamic capability (i.e.

a boiler with a relatively large volume) to a boiler not penalizing a limited dynamic capability (i.e.

a boiler with a relatively small volume) if the shape of the cost function is changed slightly.

Keywords: Optimization of dynamic boiler performance. Dynamic boiler modelling and simulation,

drums, DAE and MATLAB.
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NOMENCLATURE

Symbol Description Unit

A Area [ m2 ]

F Objective function [ − ]

M Mass [ kg ]

NW Normal Water level [ − ]

P Power [ J ]

p Pressure [ bar ]

T Temperature [ deg C/or K ]

V Volume [ m3 ]

X Design Variable [ − ]

Subscript Description

boi boiler

cons consumption

dr drum

dyn op dynamic operation

s steam

sat saturation

INTRODUCTION

Since the first boilers for transforming fossil en-

ergy (solid fuels, oil or gas) to the energy carry-

ing medium (water, steam, thermal fluid etc.) were

developed at the start of the industrial era, the ad-

vanced heat exchangers, as boilers actually are, have

been the subject of continuous development aim-

ing at: higher efficiency, lower emission levels,

higher availability1 , better operation performance

etc. During this period the focus of the develop-

ment has been strongly influenced by the surround-

ings (higher energy costs causing request for higher

efficiency, environmental attention causing request

for lower emissions, higher salary levels causing re-

quest for simpler operation etc.).

Characteristic for all the dimensions is that the de-

velopment has been kind of asymptotic, i.e. boiler

efficiency → 100 % (state of the art: 94 - 95 %),

emissions → 0, availability → 100 % etc.

The continuous development towards more and

more efficient plants with more and more advanced

steam data has resulted in boilers that today are

among the largest manmade steel constructions on

earth.

Traditionally boilers have been developed and opti-

mized for static operation and limited attention has

1A plants availability is defined as the time the plant is avail-

able for operation divided by the total time.

been paid to the boilers dynamic performance - typi-

cally the boilers dynamic performance has been ana-

lyzed to avoid damaging the boiler (e.g. over stress-

ing the materials due to high temperature gradients).

Today the requirements with respect to for example

emissions, efficiency, fuel flexibility and dynamic

performance are changing dramatically.

CHALLENGES OPTIMIZING BOILERS FOR

DYNAMIC OPERATION

Increased requirements, with respect to dynamic

performance, have a number of built-in opposing

aims (contradictions):

• Drum size - stress level. Both natural circulat-

ing and once-through boilers need a reservoir

for absorbing shrinking and swelling during

the dynamic operation of the boiler (for ex-

ample start-up or a sudden load change). On

the one hand, to be able to absorb the fluctu-

ations within the boiler a large reservoir is re-

quired/desirable. On the other hand, the mate-

rial thickness in a pressurized vessel (the reser-

voir) is approximately proportional to the diam-

eter, i.e. the higher pressure, the larger material

thickness. However the allowable temperature

gradients for the pressurized vessel decrease as

the wall-thickness increases (the stresses intro-

duced in the thick-walled boiler constructions

related to temperature gradients are approxi-

mately proportional to the square of the mate-

rial thickness) - see [10].

• Drum size - steam quality. Depending on the

exploitation of the boilers steam production

different requirements with respect to steam

quality (i.e. dryness) are defined. In general

the better steam quality required, the smaller

carry-over is accepted. The requirements with

respect to steam quality are closely related to

the size of the steam space (i.e. boiler drum).

Depending on the boiler plants operation phi-

losophy the requirements with respect to steam

quality will define the size of the drum. A

quick start-up (or load change) on the boiler

will therefore require a relatively large drum,

which on the other hand limits the allowable

gradients on the plant.

• Control system. Depending on the complexity
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of the boiler control system the water level fluc-

tuations can be controlled (i.e. limited) mean-

ing that the required dynamic performance can

be obtained with a smaller (i.e. cheaper) boiler.

On the other hand a more complex control sys-

tem is a larger investment and typically the op-

eration costs are correspondingly higher.

• Drum size - start-up gradient. For most boiler

plants the dynamic performance is closely re-

lated to the allowable gradients in the thick-

walled boiler constructions. For boilers pro-

ducing saturated steam the temperature gradi-

ents are closely related to the pressure gradient,

dTsat/d p = f (psat), meaning that the pressure

gradients define requirements with respect to

the wall thickness and hereby the volume of the

boiler - see [10].

• Dynamic vs. static load conditions. Depending

on the application of the boiler plant the im-

portance of the boilers dynamic capability can

vary significantly. For some applications (for

example stand-by boilers foreseen to start pro-

ducing steam very fast in special situations) a

unique dynamic performance is required and it

therefore possesses a high value. For other ap-

plications the dynamic performance is of minor

importance (for example base load plants fore-

seen to be operating at stationary load most of

the time).

• Boiler construction and choice of materials.

Depending on the requirements to the boiler

plant with respect to weight, height, foot

print etc. opposing aims within the detailed

engineering to design the cheapest boiler will

be present. For example boiler constructions

based on few long tubes will be cheaper than

boiler constructions based on many short

tubes (fewer weldings etc.). Furthermore the

optimization could be extended to include

exploitation of more advanced materials,

i.e. alloyed materials with better material

properties, e.g. higher allowable stresses. If

this dimension is included in the optimization

the different manufacturing technologies

applied for the different materials should also

be included2 .

2Actually this dimension would require deeper in-sight into

NW

Steady State
Operation

NW

Increasing load
(Swelling)

NW

Decreasing load
(Shrinking)

Figure 1: Shrink and swelling in the steam drum dur-

ing increased and decreased load.

The optimization of the complete boiler concept

could also include the operation conditions, e.g.

number of operation hours at full load and at part

load.

And finally:

• Quantification of the boilers dynamic perfor-

mance. The requirements with respect to dy-

namic operation of the boiler plant (i.e. increas-

ing the load on the plant) have to be quantified

to determine to what extent increased capabil-

ity with respect to dynamic operation can jus-

tify investments in boilers with better dynamic

operation capability, i.e. shorter start-up time,

larger load-gradients etc. - see [9].

Shrinking and Swelling

As described the water level in the drum will fluctu-

ate due to changes in the pressure in the boiler and

the heat input to the evaporator (see Figure 1). For

lower pressure levels the volume of the steam frac-

tion in the evaporator will be relatively large causing

larger fluctuations as a result of the changes in heat

input or pressure level. For higher pressure levels

the variations will be relatively smaller.

As the feed water controllers main purpose is to con-

trol the water level in the boiler drum, the design of

the feed water controller may (strongly) affect the

amount of shrinking and swelling.

Shrinking and swelling is closely related to the fir-

ing rate on the boiler (see Figure 1), i.e. increased

firing rate gradient will compress the time interval

the different competence levels at different manufacturing loca-

tions, e.g. the Far East versus Western Europe.
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Figure 2: Steam space load - see [1].

where the shrinking and swelling affects the water

level causing larger fluctuations in water level.

The fluctuations in water level are closely linked to

the volume of the drum and hereby its wall thick-

ness - see [8]. This means that there is a close link

between the shrinking and swelling and the allow-

able temperature gradients.

Steam Space Load

A boiler is normally designed with a certain wa-

ter/steam volume to be able to absorb the fluctua-

tions in the water level during dynamic operation of

the plant. Operating the boiler the steam space load

has to be taken into consideration. As a rough rule

of thumb for a certain quality (i.e. dryness) of the

steam leaving the boiler, requirements can be put on

the boiler drums steam volume in relation to the total

steam production, i.e.
[

m3
s/(h ·m

3
dr) = 1/h

]

. This

figure is normally given as a band between 2 curves

(see Figure 2) specifying the required steam space3.

The shape of the curve(s), i.e. higher pressure corre-

spond to lower specific steam space load, is related

to the fact that the higher pressure, the smaller differ-

ence between the specific weight of water and steam.

At this stage no relation between the steam produc-

3The band illustrates the uncertainty on the required steam

space load, where for example salt content and efficiency of

water/steam separation in the drum has to be taken into consid-

eration.

tion and the water space/volume can be given4.

OPTIMIZATION PROCEDURE

An optimization problem is characterized by having

an objective function to be minimized5:

minimize F(X) objective function

which is subject to the constrains:

hi(X) = 0, i = 1,2, . . . , I equality

constraints

g j(X)≥ 0, j = 1,2, . . . ,J inequality

constraints

where

X =











X1

X2

...

Xn











is the design variable.

This procedure will be applied in the actual opti-

mization process.

As described optimizing the design of boilers (in the

present study) from a dynamic operational point of

view is a matter of on the one hand minimizing the

volume of the boiler, (X2), still being able to handle

the shrinking and swelling of the water/steam mix-

ture and meet the requirements with respect to steam

space load and at the same time maximizing the load

gradient on the boiler, (X1).
This optimization will be carried out specifying an

objective function as a function of the 2 design vari-

ables, X
T = (X1, X2), and by means of a dynamic

model for the boiler defining the constraints related

to shrinking/swelling and the steam space load. Af-

ter having delimited the feasible set by means of the

constraints, the optimum can be found.

The objective function will include:

4For the water volume no requirements are specified (in

principle once-through boilers do not have a water reservoir),

but in general the water accumulated in the boiler drum is the

greatest thermal buffer in the system, i.e. the stabilizer of the

system pressure. Requirements with respect to water volume

are related to safety aspects, e.g. the boiler must not dry out due

to lack of water.
5Without loss of generality we always operate with an ob-

jective function to be minimized. If an objective function F(X)
has to be maximized, −F(X) has to be minimized.
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Figure 3: Cost Function (see [9]) with constraints

(Equation 2 and 3).

• the investment costs

• the operational costs, where the

value/quantification of a given dynamic

performance is included

• the consumptions related to the dynamic oper-

ation of the boiler plant.

The following objective function has been applied

for the analysis:

F(X) = Fmass +Fdyn op +Fcons. (1)

Where:

• Fmass = Mboi · specific cost of materials

• Fdyn op = quantified value of dynamic performance

• Fcons = quantified value of the consumptions

during dynamic operation of the plant.

As the optimization task is to minimize the price6 of

the boiler, the following design variables have been

chosen for the optimization:

6Price is seen as a broader term including quantification of

other important parameters, see [9].

X =

[

x1

x2

]

=





(

dP
boi

dt

dP
boi,max

dt

)

Vboi



 =

[
(

dPboi

dt

)

rel

Vboi

]

=

[

Relative Boiler Load gradient

Volume o f boiler

]

As described a feasible set has to be de-

fined/delimited by means of a number of constraints,

which for the present optimization task are inequal-

ity constraints. For the design variable Vboi, the fol-

lowing (simple) constraint can be defined:

Vboi ≥ 0 (2)

and for the design variable (dPboi/dt)rel , the follow-

ing (simple) constraints can be defined:

0 ≤

(

dPboi

dt

)

rel

≤ 1 (3)

Furthermore the volume of the steam drum has to be

checked against the steam space load (see Figure 2)

and the requirements with respect to shrinking and

swelling due to dynamic operation.

For defining the constraints related to shrinking and

swelling and steam space load a dynamic model of

the boiler has been developed. The dynamic model

is described in detail in [8], more detailed dynamic

models are described in [12], [6], [5] and [4].

OPTIMIZATION OF WATER TUBE BOILER

DESIGN FOR DYNAMIC OPERATION

For the different Boiler load Gradients the required

steam space in the boiler drum has been calcu-

lated on the basis of the steam production. The

allowable steam space load during start-up has

been defined as the double of the allowable steam

steam space load during steady state operation, i.e.

1.800 [ms/h/mdr]
7. For calculating the required

drum volume to meet the requirements with respect

to steam space load it is presumed that the steam

volume is 50 % of the drum volume.

7During the start-up of the plant, where the pressure is build-

ing up according to the selected operation conditions, the opera-

tion data are almost out of range according to Figure 2. Extrap-

olating the data to the lower pressures indicates that even higher

steam space load could be allowed especially for a shorter pe-

riod.
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Boiler Volume

[m3] Relative Boiler
load gradient
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(Ftotal)

Vboi,min

(

dPboi, min

dt

)

rel

(

dPboi, max

dt

)

rel

Shrinking and Swelling

Steam Space Load

Feasible Set

Figure 4: Cost Function with Feasible Set defined

by means of constraints (Equation 2 and 3) and con-

straints related to Shrinking and Swelling and Steam

Space Load.

A plot of the Cost Function as a function of the

2 design variables, X
T =

[

Vboi,(dPboi/dt)rel

]

, is

shown in Figure 4. In the figure the constraints

related to the minimum drum volume (Equation

2), minimum and maximum boiler load gradients

(Equation 3) define the feasible set (see also Figure

3).

Furthermore the constraint related to shrinking and

swelling and the constraint related to allowable

steam space load are shown in Figure 4.

For the simulations it has been presumed that a spe-

cific boiler load gradient lower than 10 % would not

be relevant, (i.e. (dPboi/dt)rel ≥ 10%).

The results from the optimization can also be seen

in the contour plot in Figure 5.

As can be seen from Figure 4 and 5 the global min-

imum of the cost function can be found at the inter-

section between the maximum allowable boiler load

gradient and the maximum allowable steam space

load8. Furthermore it can be seen from Figure 4 and

8Attention should be drawn to the fact that the quantification

of the boilers capability with respect to dynamic operation is

based on the shape/course of the Cost Function as defined in
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Figure 5: Contour plot of Cost Function with Feasi-

ble Set defined by means of constraints (Equation

2 and 3) and constraints related to shrinking and

swelling and steam space load.

5 that a local minimum of the objective function is

located at the intersection between the minimum al-

lowable boiler load gradient and the maximum al-

lowable steam space load.

With the chosen parameters in the quantification of

the boilers capability with respect to dynamic oper-

ation (see [9]) the surface of Ftotal in Figure 4 and

5 is rather flat in the Relative Boiler load Gradient

direction, i.e. the optimum design could by minor

changes of the equation parameters move to the local

minimum (see Figure 5). This change of optimum

in the direction of a cheaper boiler with lower dy-

namic capability is the obvious development if the

quantification of dynamic performance is low. For

many practical applications the requirements with

respect to dynamic performance will be rather rigid,

e.g. the plant must be able to change load by 20 %

per minute. In these situations the constraint with

respect to minimum allowable boiler load gradient,

(dPboi,min/dt)rel , would be located at the specified

value. Alternatively the parameters in the objective

function should be chosen to simulate a discontinu-

ity at the minimum required boiler load gradient -

see [10] for a more detailed discussion.

Depending on the shape of the quantification of

[9].
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the boilers dynamic capability (see [10]), the global

minimum can change/move. If for example a rather

low boiler load gradient is acceptable for the ac-

tual application, this would correspond to a specific

choice of parameters in the objective function (see

[9] and [10]), lowering the surface (see Figure 4 and

5) in the region with the local minimum, and at a

certain point turn this into the global minimum9.

As can be seen from Figure 4 and 5 the

requirements/constraints with respect to steam

space load are more restrictive than the require-

ments/constraints with respect to shrinking and

swelling. Loosening the requirements with respect

to steam space load10 would move this constraint

to the left in Figure 5. At a certain stage the 2

constraints would cross each other. But still (with

the selected operation conditions) the global min-

imum of the cost function would be found at the

intersection between the maximum allowable boiler

load gradient and the requirements with respect to

maximum allowable steam space load or the re-

quirements/constraints with respect to shrinking and

swelling.

CONCLUSION

In this paper a framework for optimizing boiler de-

signs for dynamic operation has been given. The op-

timization has been developed open, i.e. more opti-

mization challenges and corresponding design vari-

ables can be included. The feasible set for the op-

timization has been delimited by simple constraints

related to the boiler volume and to the minimum and

maximum boiler load gradients. Furthermore con-

straints have been defined on the basis of dynamic

simulation of the boiler performance for steam space

load and shrinking and swelling.

For the chosen parameters in the optimization’s ob-

jective function quantifying the boilers capability

with respect to dynamic performance the (global)

optimum design is a design based on a boiler de-

signed for the maximum allowable boiler load gra-

dient. The optimization shows that a local optimum

is present for a design with the minimum allow-

able boiler load gradient, i.e. a boiler with a small

volume. The optimization further shows that mi-

9This corresponds to a situation where the plant for example

is foreseen to run at base load all the time.
10For example increasing the requirements with respect to al-

lowable salt content in the boiler water - see Figure 2.

nor changes in the quantification of the boilers dy-

namic capability will change the local optimum to

the global optimum and vise-versa, i.e. favoring the

small boiler design with the minimum dynamic op-

eration capability.

PERSPECTIVES

For future studies within Dynamic Boiler Perfor-

mance - modelling, simulating and optimizing boil-

ers for dynamic operation the following topics are

recommended:

• selection of materials for boilers to optimize

dynamic behavior further - to include manufac-

turing optimization

• validation of the Cost Function developed in

the present study - to include optimizations

with large discontinuities in for example ma-

terial or manufacturing prices

• analysis including different operational pat-

terns

• sensitivity analysis of the model developed in

the present study - to include the Cost Function

and the dynamic models

• maturing of the developed model, i.e. prepara-

tion for practical use

• include long term respectively short term opti-

mization in the model

• stochastic models, e.g. life time analysis.
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