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Preface

The members of the Organizing Committee of SIMS 2004 are pleased to present the Proceedings
of SIMS 2004. The SIMS 2004 conference is the 45’'th annual conference of the Scandinavian
Simulation Society, SIMS.

In Denmark the conference is held for the third time in a row at the Technical University of
Denmark hosted by the Department of Mechanical Engineering. SIMS’95 and SIMS 2000 were
also hosted here. For the first time the Danish section of SIMS, Dansk Simuleringsforening, has
been involved in the organization of the conference. Dansk Simuleringsforening was formed in
2001 among others by the Department of Mechanical Engineering of the Technical University of
Denmark and by Department of Energy Engineering of Aalborg University.

This year it was decided to include Computer Animation as a topic for the conference, and the
Department of Computer Science at the University of Copenhagen was invited to take part in
the organization. We find that the extension of the conference scope has been a success, and we
conclude that the extension has strengthened the cross-disciplined nature of the conference.
The proceedings clearly show the many and different areas, where modelling and simulation are
invaluable tools for the scientists and engineers. The paper handling was performed using the
CyberChair system, and 85 abstracts were submitted in the areas of. Refrigeration Mechani-
cal/Electronic Systems, Energy Systems, Manufacturing Processes, Numerical Methods, Simu-
lation of Communication Systems, Modelling and Simulation Tools, Process Optimization and
Diagnostics, Animation (Rigid- and Soft-body Simulation), Process Industry, and Gass Distrib-
ution. From these were 52 papers included in the proceedings. Geographically the authors are
mainly from Scandinavia, but we are happy to find that a substantial amount of authors from all
of the world have contributed. It is our hope that the participants will benefit from the cross-
discipline relations that will occur at the conference.

The organizers wish to express gratitude to the large work performed by the reviewers listed
elsewhere in the proceedings by supplying the authors with valuable comments and suggestions
for improvements of their papers. In addition, we would like to thank the sponsors also listed
elsewhere in the proceedings, without whose contributions it would not have been possible to
host a conference at such a high scientific level.

We hope you enjoy the conference and the proceedings,

Brian Elmegaard, Jon Sporring, Kim Sgrensen, and Kenny Erleben
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A SIM-SERV TEST CASE IN THE UK
FOR SIMULATION OF MANUFACTURING PROCESSES

Lorenzo Aldini* and Raffaele Maccioni
Actsolutions S.r.l.,
21040 Jerago con Orago, Varese, Italy

Abstract

For this costumer placed in Belfast, UK, simulation has been used to investigabhanufacturing process,

to evaluate bottlenecks and to prepare the backdrtamsimulation based, in-line scheduling. The actual
problem at the shop floor deals with synchroniamayk flows and optimizing production in conjunction

with customer orders . Over 1700 different kindooafers can be manufactured at the shop floor and the
first task in building the model, was to separatewiide amount of different types of products into main
groups. Using the simulation model in connectioithwmore advanced scheduling tools, production
managers expect significant improvements of the production efficiency, obtained by reducing the waiting
time in queues and by increasing the usage of the resources.

Overview of the manufacturing at the
shop floor

At the shop floor metal sheets are stored in
automatic storage/retrieval system (FMS) that feeds
all of the 6 punching machines. Generally products
are completed on one machine however there is
flexibility to allow component transfer between
machines for breakdowns. After punching, the steel
is returned into the FMS, then the punched parts are
brought to any of 14 folding machines. All
machines need an operator full time. Furthermore
each machine is manned at all time with an
additional operator, or trainer, per shift to help
facilitate 2 man operations for some of the larger
components. Next step is welding: since the work
here is done manually, the capacity depends on the
number of workers allocated to this section. The
absolute maximum of workers working in this

*corrisponding author. Phone/Fax: +39 544 986271
Lorenzo.aldini@actsolutions.it
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section at the same time is 17. Then there is a
fettling process, again capacity depending on the
number of workers, the maximum being 12 per
shift. Next, there are two paint lines, moving at
constant speed. The paint line conveyer speed can
be adjusted to suit capacity requirements. The
maximum number of operators required per line is 8
for loading and unloading and 4 for the painting
operation. The paint lines do stop every hour to
allow the changeover of personnel, also due to the
complex nature of the product the paint lines are
stopped on a regular basis to allow the painters to
touch up the more complex products. The painted
parts are then moved to two assembly lines and to a
nutserting area. The personnel on the paint line
stagger lunch breacks so that the line can run
continuously. The parts once nutserted are then
moved into and out of dispatch. Maximum number
of operators in the nutserting area is 5 per shift. The
two assembly lines are designed for mixed model

WWW.SCansims.org
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production: the Lister Iline is dedicated
predominantly for one range of semi-products,
although a limited number of other semi-products
can be accommodated on this line. The main line is
used for all of the other products including
prototypes. The main line has 10 stations and varies
from 1 operator per station to 5 operators per
station. The Lister assembly line has 8 stations, all
of which are 1-man operations. Finished products
are transferred onto shipping pallets and booked
into stock.

‘ &« Punching —= ‘

CAN?PIES - WHITE GOODS

1l

FMS Storage ‘

l 1]

‘ Folding
Welding

Welding
Canopy shipping Fettling

Assembly |-— _
Painting

Raw metal sheets — —— ‘

Fettling

Figure 1: shop floor, work flow of the main
products by routing

The problem to be solved and the role
of Sim-Serv

The general management requested the plant to
improve its performance with the following goals:

- Reduction in WIP by 20%
- Reduction in finished goods inventory by 25%
- Increase Plant efficiency by >5%

The plant management intended to study in a
systematic way all possible losses and identify all
space for improvement. They planned to identify
bottlenecks and search for techniques to eliminate
them; study the effects of breakdowns and

Proceedings of SIMS 2004 4
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absenteeism; calculate the maximum possible
output that can be achieved with the existing
resources and study the effect of additional
resources (machines, workers); study what
improvements could be achieved by better
production planning and scheduling. Sim-Serv’s
dissemination activities had made them aware of the
power of simulation models. They invited Sim-
Serv’'s experts to visit them and discuss a possible
application of this technology and how it could help
them achieve the above stated goals. In the
discussion, it became clear very quickly, that a
simulation model would enable them to find
answers to all the questions listed above, and that
the financial risk of using such a model would be
rather low. In co-operation with Sim-Serv experts,
a specification of the simulation model and of the
objectives of its use was dgoped, This was sent
by Sim-Serv to a number of experienced simulation
service providers across Europe. Within a week’s
time, three interesting offers were submitted by
suppliers from different EU member states.They
differed in price as well as with regard to the later
use of the model for planning and scheduling
support.

Sim-Serv assisted the costumer in the evaluation of
these offers and in negotiating details with the
suppliers. Finally, a decision was made, and a
contract signed with the preferred supplier
Actsolutions from Italy.

The approach

The functional specification developed by Sim-Serv
already contained many tdarelevant for model
development. Based on this specification,
Actsolutions developed asli of more detailed data
that they would need to build the model. Local
technical staff in Belfast contributed by collecting
all the relevant data frothe factory database over a
period of one month, focusing on processing times
for automatic and manual procedures at workshops
and on the distribution of different types of products
manufactured at the shop floor, in order to feed the
simulation with realistic samples. Some criteria to
classify the different types of products were
suggested on the basis of the data collected. The
first classification distinguishes between two main

WWW.SCansims.org
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products, the so called Canopies and White Goods.
Canopies are big boxes manufactured and
assembled as containers for diesel engines. White
Goods are smaller products that don’t require
assembly at the shop floor. They are mainly used as
parts for control panels. There are around 1700
white goods and 60 Canopies, each Canopy made
up of 40 or more parts. Each part has a unique
routing through the facility. This means that all
products will follow certain routing but not all
products will go to each operation i.e. some
products are just punched, painted and then
dispatched, whereas some products will be punched,
folded, welded, fettled, painted, assembled and then
dispatched. White Goods have been divided into
eight groups, depending afifferent routing (fig.1).
Further classification by number of folds, number of
welding points, or by painting colour have been
studied to refine the model. On the side of
Canopies, a good sample has been given by taking a
list of the top thirty Canopies manufactured in 2003.
A full day visit at the plant at mid December 2003
allowed the discussion of the data with the local
staff. At a second meeting two months later, the
simulation model developed by usingrena
Rockwell Softwarfl] was validated with
significant results. In the time between the two
meetings, the work proceeded by exchanging
information though the internet

Analysis of results

While programming the simulation model,
relevant production data were collected into a
framework that helped to go deep in the process
features. The use of the simulation model
brought to better understding of the limits of
the workshops and made it possible see
bottlenecks while increasing loading. Some
experiments were carried out to emphasize the
effects of overloads. Having tested the model in
regular situation, with aaverage of around 72
white goods batch orders/day and 50
canopies/day, two morecenarios were tested
under the following conditions: 30% increase of
the number of Canopies. 30% increase of the
number of White Goods. An additional
situation was checked, with regular orders’

Proceedings of SIMS 2004 S
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flow but reduced number of operators at the
workshops of welding rad fettling. In each
situation, Arena model simulated thirty days
running with ten repetitions. The analysis
focused on the flow times, on the usage of
machines and on the queues. The most
interesting results abothe increase of the flow
times are summarized in table 1. The increase
of flow times due to bottlenecks are highlighted
in red. Note that We Goods batch orders
find their bottleneck at Folding, while Canopies
at Welding. An apparently strange effect in the
reduction of flow times for White Goods, while
increasing the number of canopies, can be
explained as consequenof congestion in the
Canopy lines, that leaves more resources
available for the White Goods. Finally, the
reduction of the number of operators at welding
and at fettling has a dramatic effect in the
increase of process times at welding. The use of
this simulation tool has been helping the
fulfilment of the stated goals, as plant
efficiency slightly ircreases by using this
software, making realistic the desired goal of
5% improvement. Since it hasn’t been used to
support in-line scheduling yet, we don’t have
data to confirm the quantitative benefits
required for WIP reduadtn and for finished
goods inventory reduction.

Future developments

Real time monitoring othe flows and of the
utilization of machines and of operators, are
key issues for the improvement of process
control. The overall ficiency depends on the
reliability of the machines and on the
effectiveness of the aetions to breakdowns.
While the manufacturingorocess is running,
inline scheduling can be achieved by evaluating
the work load in each workshop and re-
scheduling can be done when failures or
unexpected events occur. It is relevant to know
if any change in scheduling determines better
exploitation of all the resources. A detailed

WWW.SCansims.org
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simulation model can be useful in checking
alternative  scenarios, planning in-line
scheduling and get the $teexploitation of all
the resources. Both simulation and scheduling
software will be connected to the SAP System.
The simulation model running real-time, taking
data from the workshops and from the SAP
system, will check the best schedule, according
to the Key Performance Indicators (KPI)

accepted and shared by the management (i.e.:

minimization of set-up times, of flow times,
etc.). The work load, as weekly number of WG
batch orders and of Canopies, will be set by
production managers as well. According to
these parameters the simulation model will run
real-time to find out the best scheduling. Long
term steady simulation will run background to
evaluate bottlenecks and suggest
improvements, about the number and the
distribution of the operators at workshops, the
power of machines, etcAll data required for
inline scheduling will be collected from the
operators and sent back to the shop floor
through the PC network, supplied with field
Instrumentation and connected to the SAP
system.

- Folding | Welding | Fettling | Painting
W.G. 23h 17h 11h %h
Regular | Canopies| 28h 47h 30h 15h
+30 % W.G. 18h 11h 7h 7h
Canopies| Canopies| 36h 66h 29h 13h
+30 % W.G. 53h 43h 14h 12h
W. G. Canopies| 29h 29h 23h 18h
“8lwe. [2an | oon 32h 5.5h
workers
at Canopies| 28h 100h 60h 11h
welding

Table 1: Example of flow times at workshops
with regular condition,and effects of more
Canopies (2nd row), more White Goods (3rd
row), less workers (4th row).

Proceedings of SIMS 2004
Copenhagen, Denmark, September 23-24, 2004

Conclusion

A preliminary simulation model has been
developed for this Shop floor as Sim-Serv test
case. Analysis of data samples taken from the
SAP system was executed to point out the
processing times and allow the definition of
basic categories for different kinds of orders,
with focus on the sequences of workshops
involved in manufactung. The data analysis
can be refined by taking a wider data sample
and by including some more categories to
distinguish other kinds adrders: at present, the
simulation has been modelled with a degree of
accuracy suitable to check the flow times as
monthly averages, by changing the number of
available operators or by increasing the amount
of orders. This model can be used as support for
monthly planning, or just for training purposes
to investigate the process dynamics. The
further step, after refining the model
adequately, aims to connect the simulator with
in-line control tools,to manage scheduling
synchronize work flows and optimize
production in conjunction with customer orders.
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SIMULATION OF STRESS-STRAIN BEHAVIOR FOR
ONE-DIMENSIONAL ALUMINUM SAMPLES SUBJECTED TO
HIGH TEMPERATURE

Anna Bellini ¥, Jesper Thorborg and Jesper Hattel
Technical University of Denmark
Department of Manufacturing Eng. and Management
2800 Lyngby
Denmark

Abstract

In order to satisfy the growing need in high quality aluminum cast parts of the automobile industries,
in the last decades the foundries have been showing an increasing interest in the implementation
of numerical simulations as part of their process design. As a consequence, it is possible to
find in literature several programs capable of simulating the entire casting process, i.e. filling,
solidification, as well as developed thermomechanical stresses. However, it is common practice in
the foundry industry that the results obtained by the simulation of the cast process are "forgotten”
during the analysis of the next phases, such as heat treatment and life prediction of the cast parts.
Because of the lack of numerical program tools capable of predicting the stress-strain behavior
of aluminum parts subjected to high temperature, it is indeed normally assumed that at the end
of the thermal treatment the residual stresses are negligible. Nevertheless, in order to account for
eventually "forgotten” thermal stresses, the automobile parts are usually over-designed.

It is the objective of this work, that is part of the IDEAlLntegratedDevelopment Routes for
Optimized Cas®Aluminium Components) project, financed by the EU in frame work 6 and born

in collaboration with the automobile and foundry industries, to fill the mentioned gap. Through

a systematic analysis of experimental tests, this study aims to develop a powerful predicting tool
capable of capturing stress relaxation effects through an adequate description of the creep behavior
of the aluminum alloys at high temperature.

Keywords:Viscoplasticity, creep, unified constitutive model, aluminum, high temperature.

Nomenclature R universal gas constant [/mol K]
a  constant of proportionality S; ij-component of the deviatoric stress
A constant of proportionality tensor [Pa]

B  material parameter t time [s]

E elastic modulus [Pa] t, time at then step [s]

K  drag stress [Pa] T  absolute temperature [K]

K* drag stress at steady state [Pa] Tn absolute melting temperature [K]
K  evolution rate of drag stress [Pa/s] € total strainin 1-D

Ko initial drag stress [Pa] &, total strain at the" step in 1-D

L  length of a specimen [m] &M inelastic strain rate in 1-D [1/s]

n  exponent of the power law eln  effective inelastic strain

Q activation energy [j/mol K] & effective inelastic strain rate [1/s]

*Corresponding author. Phone: +45 4525 4739,
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éiijf‘ ij-component of the inelastic strain Unified Constitutive Models
rate tensor [1/s] At high temperature metallic materials and alloys in
o stress level in 1-D [Pa] general show a decrease in strength with an increase
c* steady state stress level in in temperature. At the same time the ductility in-
1-D [Pa] creases and rate effects become more pronounced.
ot trial stress in 1-D [Pa] For the modelling of rate dependent phenomena,
Oe equivalent deviatoric stress [Pa] such as viscoplasticity, as well as temperature de-
Gij ij-component of the stress tensor [Pa] pendent behaviors, e.g. creep and stress relaxation,
At time step [s] unified constitutive models are often applied.
Ae,  increment in the total strain at tm&" step A unified constitutive model was introduced in 1976
in1-D by Miller [11] for modelling the behavior of metals
Ao,  increment in the stress at thé step at high temperature. It was then used and further de-
in1-D veloped by Anand [1] and successively many others,

such as Lu et al. [10], Sehitoglu et al. [12], [13] and
. Smith et al. [15].

Introduction The fundamental assumption of all these models is
The aim of this study is the development of a numer- yhat creep and viscoplasticity are both irreversible
ical program for the prediction of stress-strain be- girains developed because of dislocations motion in
havior of aluminum parts subjected to thermal treat- ine material structure; hence they can be modelled
ments. Once incorporated in the preliminary design ysing the same constitutive laws, in terms of one or
stage of the entire cast process, this simulation tool,ore state variables. All the mentioned models are
will insure continuity in the prediction of the evolu-  |55ed on the definition of two state variables: the
tion of thermomechanical stress, from filling, solidi- 50K stressresponsible for the kinematic harden-
fication and heat treatment to the final manufactureding, and thedrag stressresponsible for the isotropic
part. hardening. More specifically, the back stress is usu-
This paper presents the work done so far for the 5y introduced for modelling the cycling loading:
modelling of the creep behavior of aluminum parts \yhile the drag stress is introduced to take into ac-
at high temperature in the one-dimensional case.coynt the hardening and softening occurred because
More precisely, it shows: of microstructural changes in the material, due to the

e the implementation, in a computational form, temperature and to the strain rate. For the purposes

of a unified constitutive model with a one-state Of the present work, since cyclic loading is not con-
variable; sidered, the back stress is not taken into account.

¢ the methodology to follow in order to deter-
mine the material parameters required for the Developed Model

specific model; In order to simulate the heat treatment processes of

« the comparison of the computed results with aluminum cast parts, a simple unified constitutive

the experimental values obtained during the model with a single state variable, the drag stress,
simulation of tensile and creep tests. was developed according to the following proce-

dure.
The importance of this one-dimensional model can viscous material behavior of metals at high temper-
be seen not only in prospective of the develop- gtyre is often modelled in literature by assuming a

ment of a more complex three-dimensional program power law for the effective inelastic strain rate:
to implement in a general simulation system, i.e.

MAGMASOFT, but also as a tool for the extrac- €g' = axOg (1)
tion of the material parameters from creep and ten-\, prezin is the equivalent inelastic strain rate, while
sile tests. _Slnce _these experlmental tes_ts are_ baS|—Ge is the equivalent deviatoric stress:

cally one-dimensional, a simpler one-dimensional

program is of great use for parametric studies also . in 2. in-in 2 3 2
in the future. € = (388 | » Oe= ESij (2)
Proceedings of SIMS 2004 8 WWW.SCansims.org
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In order to take into account strain hardening [10], If equation (6) is considered more thoroughly, it can
which leads to a decreasing creep rate with increas-be noticed that the model described here does not

ing plastic strain, equation (1) is modified to: have any yield surface: a non-zero plastic rate corre-
_ Gor sponds indeed to any stress different from zero [17].
e =ax (ie) 3) Instead of one particular yield surface the viscoplas-

tic material has a whole family of neighboring plas-
In equation (3) the parametarcan be thought as a tic potential surfaces, which mark a gradual transi-
reference strain rate. The hardening expomei®  tion from mainly elastic to mainly plastic behavior

a constant, which normally falls in the range of 32 (see figure 1).

to 200 for most metals at room temperature. Conse-

guently the drag stred§ would be equal to the ef- o
fective Von Mises stress for the material, if the Mises

stress were measured in a tensile test with the tensile

strain rate prescribed such thgﬂ =al[l7].

For the drag streds the following simple evolution R

Elastic

law (see also [1]) is considered: Plastic
. . =0
K=Bx*(K"—K)é&" (4)

whereB andK* are material constants. Sinke=0 .

whenK = K*, K* can be seen as the value I&f
when the steady-state is reached (i.e. during sec-
ondary creep). Figure 1: Typical Stress-Strain curves for a vis-
The constant8 controls the amount of isotropic coplastic material

hardening produced by a given amount of strain. As

such, it plays an important role in transient situa- Constitutive Equations for 3D

tions, such as:
In order to calculate all the components of the three-

e when a tensile test is simulated. Higher values dimensional tensor, itis necessary to introduce a ten-
of B cause the stress to rise rapidly as nonelas-Sor relation between the strain rate tensor and the

tic strain is imposed; deviatoric stress tensor:
e when a creep test is simulated. Higher values 'giijn = g % €N % Sj 7)
Oe

of B lead to a more important primary creep,
while lower values can resultin a negligible pri- whereg" is theij component of the inelastic strain

mary creep. rate tensor an;j is the deviatoric stress :
By integrating equation (4), the drag stress can be 1
expressed as: Sj = 6ij — 30dj (8)
K =K*—(K*—Kp) o Bed (5) Substituting equation (6) into equation (7) leads to:
whereKy is a constant, which represents the initial ;giijf‘ = g*A* e(*%) * (%)n* 2 9)

value, i.e. the value df for &' = 0.
With the purpose of taking into account the temper- which is the constitutive equation, that together with
ature dependence, the common Arrhenius law is in-the growth law (4) was implemented in a 1D numer-

troduced, and equation (3) is modified to: ical program.
~in __ -2 Oe\"
el = Axel )« (i) (6)  constitutive Equations for 1D
whereQ represents the activation energthe uni- In the case of a one dimensional tensile test or creep
versal gas constant afdthe absolute temperature. test, sincece = |o11| and S = %oll, equation (7)
Proceedings of SIMS 2004 9 WWW.SCansims.org
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becomes:

3 .in 201

- - 10
2*£e*3|611| (10)

el = = &'+ sign(o11)
Substituting equation (6) into equation (10) it is pos-
sible to write:

g — Avel~R) & <z|)n*sign(c) (12)

However, in order to determine the valuesnoind

A of the equation (6), a value for Q was needed as
well. As first guess, a value @ = 210000J/mol,
which corresponds to the theoretical activation en-

ergy for aluminum [5], was imposed.
Rearranging equation (6) leads to:

logio (

e(F?T)) =N |Oglo <%) + |Oglo(A) (13)

where the subscript 11 has been neglected for sim-

plicity.

Since in a usual tensile test, as well as in a creep
test, the applied stress is always positive, equation
(12) can be simply rewritten as:

£ = Axel ) (9)”

K 12)

Creep at 180C

et

w oty ’ o i i
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000 11000 12000 13000
Time [5]

Figure 2: Experimental creep curves at 480

Determination of Material Constants

By plottinglogio versudogao (%)

expl — gy

it is consequently possible to fit a linear curve, thus
to determine the value ai, which represents the
slope, and the value @ i.e. the value of the in-
tercept (see for example figure 6). Nevertheless, it
should not be forgotten that the value@fvas only

a guess. Consequently this value needed to be cor-
rected, with a trial and error approach, so to fit also

the experimental data at different temperatures.

Creep Curves -180C - 95 MPa

4000 6000 8000 10000 12000 14000 16000

Time 5]

0 2000

In order to determine the value of the exponent n, the Figure 3: Determination of secondary creep rate for
secondary creep phase of experimental creep curvesreep tests at 18C and 95MPa. Curves for two

at T = 18°C and several imposed stresses were
considered (see figure 2).

different samples.

For the purpose of determining the secondary creep

rate, the mentioned curves were linearized as showr

in figure 3. By plottinge™ versus the applied stress
o* ( here the imposed stressis calledc™ in or-
der to remember that those values correspond to

the steady-state, i.e. secondary creep) two regions _

3 200506

of different creep mechanisms could be recognized *

(see figure 4). More specifically it could be noticed
that foro* < 110MPathe experimental points were
aligned on an exponential with smaller n (see equa-
tion (6)) with respect to the points far* > 110. For
this reason it was consider&t = 110MPaand the
values ofc* were then normalized with respect to it.

Copenhagen, Denmark, September 23-24, 2004

Secondary Creep Strain Vs. Stress
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Figure 4: Plot ofe™" versusc™
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Since creep data were not available, the tensile teswwhereT is the absolute temperature. Using this set
curves afl = 25(°C were considered. The program of data, the results shown in the "Results" section
was run forQ = 210000J/mol and the steady state were obtained.

part of the curve was compared with the experimen-

tal data (see figure 5). According to the result of the e

comparison, the value of Q was modified, and con- "~
sequently alsm andA were adjusted. This process
was repeated till when a good agreement betweer = /
the numerical and the experimental curve was found
for Q = 150KJ/mol (see figure 5).

For the new value of Q, two creep laws were deter-
mined forg < 1 andg > 1 (see figure 6):

100

Sigma [MPa]

g [T E (R o () <1 (14)
e S B
Acel ) (&)™ for ]% >1 Figure 5: Determination o: comparison between

_ experimental and numerical curve for a tensile test
whereA, n; andn, are constants that can not be re- atT = 25(°C
ported here because of confidential reasons. Once
the material paramete€¥ n andA were determined,
a value ofKg had to be found in order to best simu- o aaans o110
late the experimental data. For this reason the tensile
experimental curves at different temperatures and &<
different strain rates were considered. The value of
the yield stressdp) and the corresponding() were

expl-QRT)

extrapolated for each curve and a valuekgfwas S
determined, for each curve, as:
1
_Q)\ &
Ax e( /Y
KO - (8'” * GO (15) ' ' ' ' " Logtoisigma_sari0) ’ ) ’

. . - . Figure 6: Determination of the parametarandA
where it was considered;, because strain rates

£" > 1e—7 (see figure 6) are realistic in tensile tests.

An average value okg = 77 MPawas then calcu- Remarks

lated.

The last value still to be determined was the harden-In the model described in the previous sections and
ing parameteB, that, as said before, plays an impor- implemented in the mentioned numerical code, the
tant role during the transient situations, both in the activation energy Q and the initial drag strésgs
stress-strain as well as in the creep curves. A best-fitvere considered constant in all the range of temper-
value of B was found by simulating and then com- atures. However, two observations need to be ac-
paring both tensile tests and creep tests at differentknowledged:

temperatures and different strain rates. It was con-

cluded that forg < 1 the hardening paramet@mwas ° a_lccording to the theory_ of the dislocation mo-
a constanB = 250; while for g > 1 a temperature tion [11] Q can be considered constant only for
dependent hardening parameter was more accurate. ~ emperatures > 0.6Tm, whereTn is the melt-
In conclusion, it was considered that ing temperature of the alloy.
210 for(S) <1 e Ky is usually considered temperature depen-
= K/ = (16) dent in literature. Nevertheless in this study it
194xT 520 for (R was seen that the stress-strain curves were quite
Proceedings of SIMS 2004 11 WWW.SCansims.org
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well reproduced using a constant value (see fig- totally defined, hence:
ure 8). In a future improvement of the program, o
it will also be considered to hau& dependent {&n(x), 7' () } (17)

on the temperature. In this case it is obvious

that more experimental curves will be needed. and consequently

0n(X) = En [en(X) — &) (X)] (18)

Strain increment are known.
E'“ﬁ”‘f" stress e An incrementAen(X) is givenat the timet, so
\iscoplastic and Creep to drive the state to the tintg, 1 = t, + At.
relaxation
Force eqtilibrium In order to determine the new state at titpe;, an
Reshial auxiliary state is defined at first. This state, which
does not correspond to an actual state, is defined by

freezing the inelastic flowT'his means that the given
Aen(x) is considered totally elastic in the first itera-
tion, hence a purely elastic step is calculated as fol-
lows:

Figure 7: Numerical implementation of the
viscoplastic-creep algorithm

o8l := En1 (en+Deq — €M)
Numerical Implementation in 1D glral . gin
In order to determine all the material parameters
needed for the model, a one dimensional programSince the trial State' is defined Only in terms of the
was developed at first. It is indeed from tensile and known state{en(x), &' (x) } and of the giver\ep, it
creep tests, i.e. typical one dimensional tests, thatcan be calculated directly. However, since it is de-
those parameters can be evaluated. fined byfreeZing the inelastic ﬂO,\Nt does not cor-
For the purpose of enhancing stability, the algorithm respond to an actual state.
for the program was based orbackward Euleim-
plementation in the frame work of a strain driven Inelastic Relaxation
problem. In the algorithm (see also figure 7) a strain
increment is calculated and an elastic trial state is
then evaluated, similarly to the procedure described
by Simo [14] for thereturn mapping algorithmcon-
sequently annelastic relaxationis calculated. The
force equilibrium is then imposed and a residual is
evaluated. If the residual is found to be different than
zero, a new strain increment is calculated and all the
procedure is repeated, applying a Newton-Rapson
equilibrium algorithm.

(19)

Once the trial elastic state is calculated, an inelastic
relaxation, due to viscoplasticity and creep, must be
evaluated.

Applying Hooke’s law, it is possible to write:

One1(X) = Enst (ene' (X) +Aen — Ag;,n(x)) (20)

Remembering the definition of elastic trial stress
(see equation (19)oi8 = Eqp1(€8'(x) +Aen),
equation (20) can be rewritten as:

Elastic Trial State oni1(X) = o3 — Ens10el (%) (21)

In order to implement a model capable of simulat- For the determination af1(X) it is thus necessary
ing inelastic relaxation, the following considerations to calculate the inelastic strain increment during the
were taken into account: interval At.

SinceAe™™ := A&+ At, the inelastic strain increment

e X € [0,L] is a point of a body for which the in-  ¢can be evaluated using equation (11):
elastic relaxation has to be determined.

A (x) = Axel =) (ﬁ')n*m*sign(c) (22)

Proceedings of SIMS 2004 12 WWW.SCansims.org
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Substituting equation (22) into (21) leads to: The numerical simulations and the experimental

curves obtained at several temperatures dutemg

trial sile testsare shown in figure 8. It can be noticed

Gn+1(x) :Gn+1 —ExAx e(_%>*

lo\" _ (23) that good agreement is reached for temperatures
<K> + At sign(o) > 25(°C and for the test conducted at room tem-
perature.
which can be rearranged in the following expression:
_ trial (-&) - .
f (Ony1) =0n+1(X) —op 7 +ExAxel R x
lo\" , (24) —
(K « At «sign(c) =0 — .

From equation (23) it is evident that the stress level
at the new timet,,1 can not be found in closed
form. A Newton-Raphson algorithm was thus im-
plemented locally in order to determine the zero of
the functionf of equation (24). '

It can be noticed that the functioh very much

resembles thesffective stress functiodefined by  Figure 9: Experimental data for tensile test curves
Bathe in [4]. Obviously, as suggested also by for T =80°C

Bathe, other methods, such as the bisection tech-

nique, could be used for the evaluation of its zero. For the simulation al = 80°C andT = 18(°C, on
the contrary, it looks like the hardening paramder

could maybe be further optimized. Nevertheless for
Results T = 180°C the comparison with creep tests shows

This section is dedicated to the comparison of the that with the applied hardening parameter the simu-
numerical curves with the experimental data ob- lations well reproduce the creep curves.

tained both for tensile and creep tests. About the For the test performed af = 100°C it seems
experimental data it should be underlined that the @S0 that the stress level at steady state is under-
curves show large scattering (see figure 9), proba_estimated. However, if also other samples are con-
bly because of the difficulties that rose for measure- Sidered (see figure 9), it can be observed that a stress
ments at high temperatures. Consequently it is harglevel of 160MPa for the steady state is actually in

to compare experimental and numerical curves. Forthe range of the experimental data.

simplicity, in figure 8 for example only one experi- The computed results and the experimental values

mental curve for each temperature was shown. obtained during the simulation ofeep testatT =
18C°C and different stress levels are shown in fig-

op2

Stress_Strain with constant KO =77

EpsDot=0.0001

Exp=D

ures 10 - 11. From the comparison it is possible to
conclude that the developed program well predicts

o et the creep strains during high temperature exposure
/Z ' of the aluminum parts for almost all the stress levels.
However, it was observed that for an imposed stress

of o = 75 MPa the simulated curves over-estimate
the strain rate during secondary creep. This result is
due to the linear fitting, shown in figure 6, that was
used for the determination of the exponant~rom

the same figure it can be seen indeed that for

0 = 75MPa, hencdog;o () = —0.16

Figure 8: Tensile test curves, experimental and nu-the curve fitting amply over-estimates the strain rate.

merical, for different temperatures

Proceedings of SIMS 2004
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mechanism could be considered, so that: temperature. In particular, it presents the unified
(-R) . (o\m (G> constitutive model used to describe the creep be-
Avxel ) () for (k) =a havior of aluminum. The model is based on a sin-

g = { Agwel ) (2)™  fora< (%) <b gle state variable, the drag stress, which represents
Ag*e(*%) . (g)n3 for (0) b the isotropic hardening of the material. It is shown
K K that by applying a simple growth law, see equations

(25) (4) and (16), not only the steady state, but also the

transient situations can be properly modelled (see
the previous section). For the simulation of all the
phases of the heat-treatment of aluminum, which
can last between 2 and 8 hours, not only the sec-
ondary, but also the primary creep needs indeed to
be accurately predicted. With respect to other mod-
els found in the literature (i.e. [11], [12], [13]), the
one presented in this paper requires fewer material
o parameters B, Q, Ko, K+, A andn), hence a reduced
09 s set of experimental tests.

In the applied model the initial drag strdsgas well

Figure 10: Comparison with a creep test conducted @S the activation enerdy were considered constant
atT = 18(°C with imposed stress = 100MPa in the range of temperature under study. The rea-
sons for these assumptions are basically based on the

lack of experimental data that are needed to further
describe an evolution of these two parameters with

Eps [%]

previous section, the fitting of two linear curves in
% @ w wm w w w @ w the data shown in figure 6 might be too simplistic.
' e This is the reason for the over-estimation of the sec-
ondary creep rate for the simulation of creep test at
Figure 11: Comparison with a creep test conductedT = 18C°C with a stress level of 78Pa. In order
atT = 180°C with imposed stress = 110MPa to reduce the mismatch, a third linear fitting could
be introduced with the purpose of modelling a third
Few words should be spent also for the results Showncreep mechanism, for the lower stress levels.
in figure 11. The two experimental curves with In conclusion, the paper has described the one-
higher strain rates show the same shape and thejimensional program that, if used together with
same range of strain rates experienced for an im-the presented standard procedure, allows to deter-
posed stress of 12@Pa. Consequently it seemsrea- mine the set of material parameters need to describe
sonable to consider that the experimental curve withthe creep behavior of aluminum samples subjected
lower strain rate is the most realistic. Hence, also in at high temperatures. Once evaluated by apply-
this case the numerical simulation well reproduces jng the simpler one-dimensional code, the material
the experimental data. parameters can be used in a more complex three-
dimensional thermomechanical simulation analysis
) in order to predict the stress evolution during ther-
Conclusions mal treatments. By incorporating this "new devel-

The paper illustrates the work done for the purpose gped tool", it would be possible in the future to guar-
of predicting stress relaxation of aluminum at high

: 2 temperature. However, the results, both in terms of
. tensile test as well as of creep test, show that even
: //// with these simplified assumptions the model is ca-
I g pable of reproducing the experimental curves.
e A further improvement could nevertheless be con-
, sidered for the exponent. As mentioned in the

Proceedings of SIMS 2004 14 WWW.SCansims.org
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antee continuity in the simulation and prediction of [11] Miller A. An inelastic constitutive model for

stresss-strain evolution in complex structure during monotonic, cyclic, and creep deformation:
casting, solidification, heat treatments etc., until the part | - Equation development and analytical
end of the manufacturing process. procedures Paper No 75-Mat-14 in: Confer-

ence on Micromechanical Modelling of Flow
and Fracture, 1976.
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Abstract

In this paper, two different 1D mechanistic models
for the liquid-solid phase transition are presented.
The first model is based on the two-domain approach,
and results in 2 partial differential equations (PDEs)
and one ordinary differential equation (ODE) with
2 boundary conditions, 2 interface conditions and
one initial condition, namely the Stefan problem.
The PDEs are discretized by use of the collocation
method, and here the resulting model consists of 3
nonlinear ODEs.

In the second model, the metal column is consid-
ered as one-domain, and one PDE is valid for the
whole domain. The result is one PDE with two
boundary conditions. The PDE is discretized by the
method of lines.

The models are implemented in MATLAB, and
ode23s is used for solving the systems of equations.
The models are developed in order to simulate and
control the dynamic response of the solid/liquid in-
terface velocity. The control scheme is based on a
linear PI controller.

Keywords: Dynamic modeling, simulation, dis-
cretization, control, Stefan problem, phase transition

Nomenclature

Dimensional variables and parameters:

A cross sectional area [m?]

ép heat capacity [J/Kkg]

h solid/liquid interface position [m]
k thermal conductivity [W/ mK]

*Corresponding author:Bernt.Lie@hit.no
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heigth (length) of column [m]
specific enthalpy [J/kg]

heat fix [W/m?]

heat [ W]

time [s]

temperature [K]

solid/liquid interface velocity [m/ s]
space variable [m]

heat diffusion coeffi cient[m?/s]
heat of fusion [J/kg]

density [kg/m3]

Dimensionless variables and parameters:

H@:q%mwz(’bﬁ

~

A2

coeffi cient in trial solution
controller deviation
number of discretization elements
controller parameter
residual for trial solution
position

temperature

manipulated variable
velocity

state

heat of fusion

heat diffusion coeffi cient
space variable

time

heat

Sub-/Superscripts:

Sy 0 NS ¥

trial solution
liquid phase

top of mold
solid phase
location in space
bottom of mold
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b) V=10 pm/s

a) V=02 um/s ¢) V'=3.0 pm/s d) V=170 pm/s
Figure 1: Example of morphology of the solid/liquid
interface at different growth velocities in a transpar-

ent organic system. Taken from [2].

1 Introduction

Solidification processing involves a complex interac-
tion between many physical mechanisms. To address
modeling within solidification processing, a multidis-
ciplinary approach must be followed. Subjects in-
cluded in solidification processing may be material
processing, transport phenomena, phase transition,
control and optimization theory, numerical mathe-
matics, and computer science.

It is desireable to control some of the physical
mechanisms during the solidification process, i.e in-
terfacial thermodynamics, convection, electromag-
netic effects, diffusion etc. Different physcial ef-
fects inflience the properties of the resulting solidi-
fied metal. Two important properties that determine
the quality of the finished material are the growth
velocity and the local thermal conditions at the so-
lidification front. As an example, the concentration
of impurities in the solidified metal may be depen-
dent of the solidification velocity. At low solidifica-
tion rates, the solutes (impurities) have time to dif-
fuse away from the solid/liquid interface into the bulk
liquid. At high solidification rates, the liquid phase
may become undercooled, resulting in a formation of
crystals in the bulk liquid. These may develop to
become dendritic, resulting in segregation of impuri-
ties between the dendrite arms [1]. Thus it may be
desirable to control the rate of solidification to a pre-
defined rate to achieve a solidified metal as pure as
possible. Figure 1 shows an example of the morphol-
ogy of the interface as a function of growth velocity.

Solidification modeling is reported in numerous pa-
pers and books. Most of the models, however, are
used for offline simulations of complex phenomena.
Many studies have been carried out in order to de-

scribe phenomena at meso- or microscale levels. Such
phenomena may be morphology development, den-
dritic growth pattern, or mushy zone effects. It is
beyond the scope of this paper to develop a model
which includes the behaviour at lower levels. Model-
ing for control purposes involves simplifying complex
processes and yet maintain a realistic behaviour of
the system. The model presented in this paper is in-
tended to be used in real-time control, and thus a fast
and simple model will be pursued. According to [3],
little research has been carried out on modeling for
real time control purposes of directional solidification
processes.

Two main approaches are distinguished in the
modeling of phase transitions: the two-domain ap-
proach (also called the sharp interface approach), and
the the one-domain approach (also referred to as the
entalphy method). The most common method is the
two-domain approach [4], in which a discontinuity of
the system variables at a sharp interface is assumed.
The two-domain approach results in the Stefan prob-
lem which has been studied for more than 100 years.
The moving boundary between the solid and lig-
uid phase makes the Stefan problem non-trivial from
both a mathematical and a numerical viewpoint [4].
Analytical solutions are only available for a limited
number of cases [5], and thus in most cases numeri-
cal solutions must be considered. Reported work on
the sharp interface approach is e.g. found in [6]. For
thorough information about the Stefan problem, the
books [7], [8] and [9] are recommended.

In the one-domain approach, it is assumed that
all the termodynamical parameters vary continuously
between the two phases. One of the advantages of the
one-domain approach is that the mathematically dif-
ficult problem of having a boundary at the interface
(which is part of the unknown solution), is avoided.
The position of the interface is determined a poste-
riori, from the numerical solution carried out in the
fixed domain. However, one disadvantage is that an
accurate location of the position may be diffi cult to
obtain [9].

Control of solidification processes is reported in
[10] and [11]. In these works, the control problem
is adressed as an inverse problem. In several other
publications, the term “inverse problems” is used to
describe the design solidification problem. In this pa-
per, the objective is to control the cooling and heating
conditions at the fixed boundaries in order to achieve
desired growth velocities and freezing interface heat
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flixes. Often in an inverse problem, a perfect model
is assumed, and no corrections are made due to model
error and disturbances. The presence of model and
parameter uncertainties are taken into account in [12]
where strategies to minimize a deviation error is cal-
culated online, and action is taken by the furnace
control system. Inverse Stefan problems are reported
in several papers and books. [13] includes detailed
information about this subject. Other works treat-
ing the inverse Stefan problem are [14], [15], [16], and
[17].

This paper is organized as follows: In section 2 the
solidification process is described and some assump-
tions are given. In section 3 the models are presented
and discretized. Possible parameter values are shown
in 4, and also some simulations are carried out. Con-
trol of the solidification velocity is treated in section
5, and fmally some conclusions are presented in sec-
tion 6.

2 Process Description

We consider a metal column of height L, originally
in liquid form. We want to study the solidification
of the column into a solid metal rod. The system is
sketched in figure 2. For simplicity, we assume that
the heat fbw is one-dimensional. For a casting that
has a cross-sectional area much smaller than its sur-
face area, this approximation seems to be reasonable
[1].

The metal column is assumed to be fully insulated
on the vertical surface. A heat source is placed at the
top of the column, whereas a heat sink is placed at the
bottom of the column. The constraint for maximum
growth velocity is the cooling rate, and the maximum
growth velocity is achieved when there is no heating
at the top of the column.

3 Model

3.1 Levels of description

In solidification modeling, different levels of descrip-
tion exist [2], see figure 3. The different levels of
modeling involve different length-scales. In a macro-
scopic model, the system is visible with a microscope
using ordinary light and is of the order of mm. The
advantage of a macroscopic model is that the gross
behaviour of the system can be studied, and the fun-
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Figure 2: Sketch of solidifying metal column.

damental physics laws can be applied to the bulk mat-
ter. In a microscopic model, however, the mechanical
or chemical phenomenon is studied at an atomic or
molecular level, and would not reveal the gross be-
haviour of the system. The order of this scale is 1076
to 107® m. At the mesoscopic level there is not a
sharp interface dividing the liquid and the solid, but
a region between the phases. This region is called
the mushy zone. The order of the mesoscopic scale
is approximately one tenth of the macroscopic order.
The smallest length-scale is at the nano-level at which
growth kinetics and nucleation is described by the
transfer of individual atoms from the liquid to the
solid. The scale is of order 1072 m. One of the lim-
itations to the development of nano-scale models is
the hardware limitations which does not allow com-
putation of properties of the atomic scale in applied
casting engineering.

The model developed in this paper is described at
the macroscopic level. At smaller levels, the compu-
tation time will be too high for the model to be used
in real-time control [18].

3.2 A two-domain approach

The model is based on the heat diffusion equation,
and there is one boundary condition and one interfa-
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Length scale 10-3 ¢ 104 10%-105m

10°°

Modeling

level Micro

Meso

Macro

Nano

Table 1: Non-dimensional variables and parameters.

ol

Liquid

pios
suoz Aysni
BInbIT

Solid

Figure 3: Different levels of description in solidifica-
tion modeling. After [2].

cial condition for both solid and liquid phases. The
independent variables are time ¢ and position z, and
the resulting model is a system of two PDEs and one
ODE.

The spatial domain is split into two subdomains by
the interface, one for each phase. We then have:

oT, O*T,
Solid phase 5 = %5, for z < h(t)
oT, 02T,
Liquid phase a—: = aggf for z > h()l)
where
ke
Qs = — and ay = R
pscp pécp

There are two boundary conditions (one for the fixed
boundary and one for the moving boundary) for each
phase. For solid phase, the boundary conditions are

oT,
S_ A = —Ak, —2 =—Q, 2
d:=0 5 92 o Q ( )
Ts(t,h) = T
Corresponding, for liquid phase we have
oT,
‘ ¢
A = —Ak, — =— 3
qZ—L 0 82 L QL ( )
Ty (t,h) = T

At the interphase between the solid and liquid phases,
the following energy balance is valid [19]:

Non- Non-
dimensional dimensional
variables parameters
_z _ Ay
(=1 Vr T &,
kst _ ks/ks _
& pL? Rs = &/ = 1
_ Tse _ ke/ks _ ke
US’Z - T ke = ég/é; T ks
S = 7 - .
p— 0,L
FoL = i,
where:
s B I o7,
qz:h - U a
z z=h
9r=hn = —ke 73 .
z z=h

It is common to present the Stefan problem in
dimension-less variables. The proposed transforma-
tion in [9] is adopted in this work, see table 1.

The heat diffusion equations then become:

U, U, U,
ar e T g
ou, U
or ez

assuming ¢, = ¢;. At the interface we get

ds
Tt ar

. U,
S a(

U
_ U
=5y K

¢=s(1)

AHf . 5. .
where v, = 7+ is dimensionless latent heat.
= Tm

The boundary conditions at the interface are
Usles(r) = Utlgms(ry = 1-

3.2.1 Discretization

We choose to discretize the model using the colloca-
tion method. To do so, we postulate the following
trial solutions of Uy and Up:

o Uir Q) = (n) + I+ BME, ¢ < s(r)
pAH -~ = Gomp — T @) Ui(r,0) = ¢(r) + ()¢ + ()¢ ¢ = s(r).
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Rephrased trial solution It is desireable to have
time varying coeffi cients with a physical interpreta-
tion instead of ¢%. We thus introduce the require-

J
ments as follows:

Solid phase: We let
1 = U!(r,s)=c5+cis+c5s?
aU: S S S
Fo = 87( = (] +2¢3¢) ;=g = ci-

In addition, we choose to denote the temperature
of the solid at ¢ = (, by U _:

Ue, =UZ (1,(,) = ¢+ ¢i¢, + e5¢3

where (, can be a constant or a function of time.
Using these relationships, we can rewrite the re-
quirements for the solid phase as follows:

1 s g2 e 1
0 1 O c] = Fo (5)
1 ¢, ¢ 3 U,

Calculating the coeffi cients by solving (5), we can
write the trial solution as

s(s (S - Cs) Fo+ Cg - SQUCS

U = (s —s?
(S_CS)F0+UCS_12
+FoC+ <§782 ¢

Liquid phase: Similarly, we find:

Cos(Co—8)Fr+s(s—2)U,
(s+C—2)(s=C)
+Co (2 —¢o)

(8+C—2)(s—¢Cp)

(s*=¢)) Fr+2(U;, —1)
(s+¢—2)(s— ()

(Ce—s)ﬁL—l—(l—Uge) 9

(s+C=2)(s=¢C) ~

U;

+

¢

where
_— ke
Fr=F LE~
Residuals In the collocation method, we force the
residuals to be zero at a number of so-called colloca-
tion points.
In our rephrasing of the trial solution, we have
made sure that the the trial solution complies with
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the boundary conditions. Thus, the only unknowns
are U and Ug,. This means that we can only choose
one collocation point for each phase.

The chosen collocation points for the liquid and
solid phases are

Cs Bs
¢ = s+A(1—5)
where [ and A are positive quantities such that
B <1
and
AL L

The collocation points move as the solid/liquid in-
terface evolves, and thus U; and U, describe the
temperature in the solid and the liquid phase, respec-
tively, close to the interface.

We now get the equation for the dimension-less
temperature for the solid phase in the vicinity of the
interface:

U,

_ s =B) ot (1-U¢)
dr

- 52 (1-5)
The dimension-less temperature for the liquid
phase in the vicinity of the interface is given by:

(6)

dUc,
dr

—(s=DXr+(1-0U,)
(s—1)2A(2-N)

= 2%3[

- M

For the dimension-less position we get:

ds 1<—3(1—5)2Fo+2(1—UCS)
dr Vs s(1-57)
—(s—D)NFp+2(1-U,)
R T A2 ) ) ®)

3.2.2 Total model

The total model is given by (6), (7) and (8), where the
non-dimensional variables and parameters are given
in table 1.

3.2.3 Numerical issues

The model is singular when either s = 0 or s = 1;
with pure liquid or pure solid. It is assumed that
initially we will most likely have liquid phase, only.
Thus, until solidification starts, U, and U, are not
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well defined and s = 0. In this work a one-phase
(liquid) model discretized by the method of lines is
used initially, and when the temperature at position
U: = 0 in the liquid reaches 1 (the melting tempera-
ture), the solidification model is started. Since s =0
at start, the position is set to max (s, s,,) where s,,, =
10~°. Similarly, the solidification model can switch
to a one-phase (solid) model when s = p = 0.97 in
order to avoid the singularity at s = 1 in the model.

3.3 A one-domain approach

The enthalpy method in [20] is used as a basis for

the one-domain model. The idea is to reformulate

the heat diffusion equations for each phase in terms

of the enthalpy, the sum of specific and latent heats.

Then the equations (1) and (4) reduce to the single
equation

oH  O°T

o = ks

ot 022

where H is specific enthalpy, and it is assumed that
k and p are independent of the temperature. The
temperature and enthalpy are related by the function

9)

. csT T<T,
H(T){ . T, <
T+ AHp + ¢ (T —Ty) T>T,
(10)
and inversely, we find the temperature as
éﬂs7 f{ S Hl
T(ﬁ): T, o, < H<H,
T, + (=AH =6 Tn) H >,
where
H = &Tn
H, = é;Tm + AHf.

The method of lines is used to discretize (9) in the
spatial domain, leading to a model that consists of
ODEs describing the enthalpy as a function of time
at different positions. The fixed boundary conditions
specified in (2) and (3) are applied at the boundaries.

In several publications, the front position is cal-
culated a posteriori (off-line). In a position control
problem, however, an online estimat of the front must
be available. A way to estimate the front is to assume
a constant rate at which the liquid soldifies during the
latent heat release. A function relating the fraction

Proceedings of SIMS 2004
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Figure 4: The fraction of solid as a function of specific
enthalpy, H, assuming a constant solidification rate
during the latent heat release.

of solid and the enthalpy is introduced, see figure 4:

1, H < H,
Fo(H) = _ﬁ(ﬁ_ﬁl)ﬂ, A < H < H,
0, H>H,

An online estimate of the position can be calculated

by

h(t) = ifs (f[i(t)) Az (11)

where N is the number of discretization elements.

4 Model Analysis

4.1 Parameter values

Possible parameter values are indicated in table 2.

4.2 Simulations

The developed models were simulated with constant
values for F  and [ o. Figure 5 shows the response
of the interface position for the two models. The fig-
ure shows that for the two-domain model the front
moves with a constant velocity when F ; and F o are

22
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Table 2: Possible parameters for the solidification
model.

Parameter Value

Ds» Do 2.34 x 103kg/ m?
é;,éf, 102 J/ (K kg)

ks 31.4W/ (mK)

ke 66.9W/(mK)
T 1685 K

AH; 1.79 x 10°J/ kg
Tt=0,2) 1710K

Table 3: Computation times for the models.

Two-domain One-domain
3.7s N =20: 3.4s
N =30: 89s
N =40: 19.3s
N =300: 1800s

constant. For the one-domain model, the velocity
is higher at the start, and then decreases gradually.
The model order of the one-domain model is much
higher than for the two-domain model, and hence it is
probably the most accurate model. The two-domain
model, however, is the fastest model. The computa-
tion times for the simulation of 5000 s on a 1.59 GHz
Pentium M computer with 1Gbyte RAM are shown
in table 3.

5 Control

In order to control the concentration of impurities in
the solidified metal, the solidification velocity must
be controlled. The models developed above give the
position at the interface. If we want to control the
velocity, the position must track a ramp. We then
need an integrator in the controller to achieve zero
error at steady state.

5.1 Control of the two-domain model

We now write the model as

x = f(x,u) (12)
y = h(xu)
where
x=(s U; U, )T—(331 T2 X3 )T
23

=
.
o

Interface Position

Scaled Position
= = =
Y S e = 1 =
= i b s & =

=

005"

04 05 06
Scaled Time

Figure 5: Simulation of the interface position for the
two different models at constant heating and cooling.
The number of discretization elements, N = 40, for
the one-domain method.

and

u=( Fo FL)T (w ug)T.

f1, fo and f3 are given by substituting x and u into
the expressions in (6), (7) and (8). We also have

Yy =a.

Augmenting the state equation with the integrator
0 = e = Sp¢f — 1, We obtain

fxu)

6 = di=ser(r) — a1 = falx,w)

where Syef(T) = vres - T is the reference position.
The linear PI controller is given by

us = Kpe + Kro

The closed loop model is simulated with the linear
controller with Kp = 20 and K; = 2. The results are
shown in figure 6 (first subplot) and 7 (solid line).
According to the figures, the system tracks the refer-
ence well in this particular case.

5.2 Control of the one-domain model

The controller for the one-domain model is imple-
mented in a similar way as for the two-domain model.
The controller parameters are Kp = 15 - 105W/m
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Controlled Interface Position, two-domain method

Scaled Position

Controlled Interface Position, one-domain method
1 T T T T T T T T T

Scaled Position

0.7

04 0.5 0.6
Scaled Time

Figure 6: Controlled interface position for the two
models when the dimensionless velocity reference is
0.8. The dashed lines are reference velocities, and the
solid lines are estimated interface position.

and K; = 4000W/ms. (The one-domain model is
not dimensionless).

The manipulated variable in figure 7 (dashed line)
shows a jagged behaviour. This is a discretiza-
tion problem. When the number of discretization
elements is increased, the manipulated variable is
smoothed.

6 Conclusions

The intention of this paper is to develop two fast
and simple mechanistic models for the position of the
solidification interface. The models are simplified to
make it suitable for control purposes, and are used to
develop a linear PI-controller in order to control the
solidification velocity.

The two-domain approach results in a model con-
sisting of two PDEs and one ODE. The PDEs are dis-
cretized by the collocation method. The one-domain
approach results in a model with N (number of dis-
cretizing elements) ODEs when discretized by the
method of lines.

The discretized systems are implemented in
MATLAB. A linear PI-controller is implemented on
the systems in order to control the dynamics of the
solidification front. For the cases simulated above,
the position tracks the reference well.

Numerical diffi culties are present in the two-

Proceedings of SIMS 2004
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Manipulated variable

L] I S R R S R S S R

Scaled Power

0.05 i i i i i i i i i
0 04 05 06
Scaled Time

Figure 7: Manipulated variable (heating at the top
of the column) for the simulated cases above. Solid
line is for the two-domain model, and dashed line is
for the one-domain model.

domain model due to the singular behaviour of the
discretized system. By introducing dimensionless
variables, the numerical performance of the model
is improved. The one-domain model shows no nu-
merical diffi culties. It will probably be easier to im-
plement for 2D and 3D models since the collocation
method gets very complicated for higher dimensions.
A disadvantage of the one-domain model is if the
enthalpy-temperature relation is more complicated,
e.g. the specific heat capacities are temperature de-
pendent. Then it may be a problem to solve the in-
verse of the function in (10) to get the temperature-
enthalpy relation.

In conclusion, the main contributions of this paper
are:

e The development of two fast and simple models
for an on-line tracking of the solidification inter-
face.

e A linear control strategy to control the solidifi
cation velocity.

Further research will include validating with plant
data. Also, the models should be expanded to in-
clude 2 or 3 spatial dimensions. Incorporation of the
dynamics at the top and bottom of the column will
probably enhance the model further. Other model-

ing methods (e.g.

24

the level set method) may also
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improve the computation speed and accuracy of the
front position.
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Abstract

Urea is an important product of petrochemical plants, which is mainly used as fertilizer. In this
study, a model is developed based on the sequential modular simulation of chemical processes.
In the proposed model the urea reactor is divided into several continuously stirred tank reactors
(CSTR). In order to model the performance of these reactors the hydrodynamic and reaction
submodels should be integrated together. The heterogeneous reaction of formation of ammonium
carbamate was considered in this model. This reaction was considered to occur in the liquid
phase in the previous works presented in literature. Also formation of biuret in the reactor is
considered which has not been considered in previous works. The validity of the proposed model
was demonstrated using the industrial data. The agreement between the results of the model and
the industrial data was found to be satisfactory.
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approach
Nomenclature Qv heat consumed by biuret formation
-1

a moles of water added per mole of [kJ.hr"] )

ammonium carbamate Qu heat consumed by urea formation

-1

Cao initial concentration of A [kmol.m™] [kJ -hT ] 4
Cyo initial concentration of urea [mol.lit"] -fa  reaction rate [mol.m™.hr"]
H; enthalpy of inlet stream [kJ.hr™'] t time [hr]
Ho enthalpy of outlet stream [kJ.hr'] T ter'n.perature (K] i
k rate constant of urea production [hr'] Te critical temperature [°C] .
Kk’ rate constant of biuret production Tr final temperature of reactor [°C]

[lit.mol".hr"] Txep  normal boiling point temperature [°C]

. . !

Ko equilibrium constant of ammonium v reactor volume [m-] s

carbamate production [atm’] Vo volume flow of feed [m”hr]
m initial moles of carbon dioxide [mol] X molgs of ammontum carbamate [mol]
n initial moles of ammonia [mol] Xa part%al COHVCYSIOH_OfA .
Ne total number of moles [mol] X partial conversion of ammonium
N/C  nitrogen to carbon mass ratio carb-amate to urea '
P total pressure [atm] X, partial conversion of urea to biuret
P, critical pressure [kPa] Xu concentration of urea in the reactor liquid
Pcos  partial pressure of carbon dioxide [atm] outlet stream [W1%] .
Pnus  partial pressure of ammonia [atm] y moles of urea per volume that reacts in t
Q.. heat produced by ammonium carbamate interval [mol.gt ]

formation [kJ.hr"'] P density [kg.m™]
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Introduction

Urea (NH,CONH,) is produced at industrial scale
by the reaction between ammonia and carbon
dioxide at high pressure (13-30 MPa) and high
temperature (170-200 °C). The overall reaction is
as follows:

2NH, + CO, < NH,CONH, + H,0 (1)

The process of urea formation consists of two
sequential steps. In the first step, ammonium
carbamate is formed by the following reaction in
the liquid phase:

2NH,(1)+CO,(1) < NH,CO,NH,(1) )

This reaction is very exothermic and fast in both
directions so that it could be considered at
equilibrium at the conditions found in industrial
reactors where the residence time is rather high.
In the next step, ammonium carbamate is
dehydrated to form urea:

NH,CO,NH, (1)< NH,CONH,(1)+H.,O(1) (3)
This reaction is endothermic and slow as
compared to the previous reaction. Therefore it
needs a long time to reach the equilibrium.

There are different types of processes to produce
urea in the commercial units. These processes are
typically called once through, partial recycle and
total recycle [1, 2]. In the total recycle process,
which is employed widely, all the ammonia
leaving the synthesis section is recycled to the
reactor and the overall conversion of ammonia to
urea is reaches 99%. Stamicarbon and
Snomprogetti processes [3] are the most common
examples of such process [4].

Since urea has became almost the most widely
used fertilizer and its production is important in
the petrochemical industry, there has been many
attempts to model and simulate the reactor of urea
production as the heart of the process [1-4].
Although all these researchers have considered the
presence of two phases (i.e., gas and liquid) in
their model, none of them have considered the
existence of the following heterogeneous reaction
between carbon dioxide and ammonia in the

ammonium carbamate formation step:
2NH;(g)+CO,(g) < NH,CO,NH (1) 4)

It is worth noting that in the present work, this
heterogeneous reaction occurs in the reactor
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instead of the homogeneous reaction (2).
Moreover, in the studies reported in the literature,
biuret (NH,CONHCONH,) formation, which is
the main undesired by-product in the wurea
production process, is neglected. As biuret is toxic
to plants, its content in fertilizers has to be kept as
low as possible. The reaction of biuret formation
is:

2NH,CONH, < NH,CONHCONH, + NH3  (5)

This is a slow, endothermic reaction. Biuret
formation takes place when there is a high urea
concentration, low ammonia concentration and
high temperature. It has been tried in this work to
model and validate the industrial urea reactor
considering the above mentioned reactions.

Model Development

In this section, the hypotheses and necessary
equations for developing the steady state model of
the urea reactor are described in detail. A
complete list of the components involved in the
process of urea synthesis as well as their physical
properties are shown in Table 1.

Hypotheses

Modelling the urea reactor in this work is based on
the following assumptions:

e Only CO,, H,O, NH; and inert gases (O,, N,)
exist in the gas phase.

e Formation of urea takes place only in the
liquid phase.

e Dissolution of inert gases in liquid phase is
neglected.

e Biuret is produced in the reactor.

Thermodynamics

Wilson and ideal gas equations were used as
equations of state for liquid and gas phases,
respectively. Although, the equations based on the
activity were examined to predict the behavior of
liquid phase the nearest results to the real data
were found with using the Wilson equation. The
binary interaction coefficients of Wilson equation
were modified to fit the actual data. Although
several equations of state were examined for the
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gas phase the best results in comparison to plant equations.
data were obtained with using this couple of
Tnep p T. P.
Component 3
[°C] [kg.m™] [°C] [kPa]
Biuret 598.3 1068.9 770.52 997.31
Ammonium 600 1100 785.27 1103.92
Carbamate
Urea 191.85 1230 431.85 9050
CO, -78.55 825.34 30.95 7370
H,0 100 997.99 374.15 22120
NH; -33.45 616.07 132.4 11276.9
0, -182.95 1137.68 -118.38 5080.02
N, -195.8 806.37 -146.96 3394.37

Table 1. Properties of process components

Hydrodynamic Submodel

The feed to the urea reactor consists of two liquid
(ammonium carbamate rich) and vapor (CO, and
NH;) streams, entering from bottom. This makes
both phases to move upward. The movement of
bubbles through the liquid phase causes mixing
in the liquid phase. Moreover, there are several
perforated plates at different levels inside the
reactor in order to prevent back mixing and
further mixing between the two phases.
Consequently, the reactor can be conveniently
considered as a sequence of CSTRs.

Reaction Submodel

Three main reactions considered in the process
are formation of ammonium carbamate (4),
formation of urea (3) and formation of biuret (5).
The residence time in the urea reactor is high
enough in order the reaction of ammonium
carbamate formation to be practically considered
at equilibrium [5]. There are several expressions
in the literature to define the equilibrium constant
as a function of temperature [5-7]. These
relationships are in good agreement with each
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other. In the present work, the formula given by
Egan et al. [6] has been adopted due to the fact
that it covers a wide range of temperature:

3
8.2291x10 +73.960

logK , =— (6)
In order to further improve the accuracy of the
model, in addition to the data obtained from
Egan et al. [6], existing equilibrium data at the
industrial reactor outlet was also considered and

Eq. (6) was improved as follows:

3
longz—w+22.l6l %

The formation of urea and biuret are considered
as slow reactions and far from the equilibrium in
the urea reactor. For the urea formation reaction,
the rate equation of Claudel et al. [8] in the
presence of initial water was used in the present
study:

d>il =k(1-X,)(a+ X))

®)
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In the case of biuret formation reaction, the rate
equation proposed by Shen [9] was used in this
study:

dy . >

=~ _k - 9
ot (Coo—Y) 9)
Reactor Model

A schematic diagram of an industrial urea reactor
is shown in Figure 1.

Gas outlet: no reacted of gas feed

and inert
N
10 p-f-------
9 L_booo____]
I Sieve Tray
I =+
o X )
1 \. ---------
Gas inlet: N,, O,,
NH;, CO,, H,O
Liquid inlet: NH3,
H,0, NH,CO,NH,

Urea product’
Figure 1: Urea reactor

In order to reach a model for the urea reactor the
hydrodynamic and reaction submodels should be
coupled. The urea reactor is a cylindrical vessel
where nitrogen, oxygen, water, ammonia and
carbon dioxide in gas phase and ammonium
carbamate, free ammonia and water in liquid
phase are introduced from the bottom. As it was
mentioned above, in order to increase the mixing
in the reactor, several perforated trays are
installed inside the reactor. All the three main
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reactions (i.e., the heterogeneous reaction of
formation of ammonium carbamate and urea and
biuret formation in liquid phase) are considered
to take place in the reactor. Irazoqui et al. [2]
considered the whole urea reactor as a sequence
of CSTRs. Although the same approach is
adopted in this work for modeling the urea
reactor, the heterogeneous reaction of ammonium
carbamate formation (reaction 4) was adopted
instead of the homogeneous reaction (reaction 2).
A schematic model of sequential CSTRs is
shown in Figure 2.

Figure 2. Schematic diagram of sequential
CSTRs

Each reactor operates adiabatically. Due to high
residence time of the reactants in the urea
reactor, formation of ammonium carbamate at
the reactor outlet can be practically considered at
equilibrium [5]. However, it is obvious that the
equilibrium is not reached in the interstages
when dividing the reactor into n CSTRs.
Therefore, it is assumed in the present study that
the reaction proceeds only 1/n toward the
equilibrium in each CSTR. As a result, the
reaction would reach the equilibrium at the exit
of the nth CSTR which is the outlet of the main
urea reactor. The goal of this assumption is to
ease the material and energy balance around each
CSTR from which the temperature and
compositions of outlet flows are calculated.
Therefore, the amount of ammonium carbamate,
urea and biuret could be calculated and then heat
balance was performed for each CSTR. When
the heat balance around a CSTR is satisfied, the
calculated temperature and compositions of its
outlet stream is used as the input data of the inlet
stream for the next reactor.

The temperature of each CSTR has to be
obtained through a trial and error method. This
method is described as follows: The exit
temperature of the reactor is guessed at the
beginning of the calculations. Knowing the
temperature, the equilibrium constant was
calculated from eq. (8) and the amount of
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ammonium carbamate formation is calculated
from:

2
o2 _[n=2x) [m-X
Kp_PNH}PCOZ_[ n, j( n,

Since it is assumed that in each CSTR this
reaction moves 1/n toward the equilibrium, the
amount of ammonium carbamate calculated from
eq. (10) was multiplied to 1/n. Consequently, the
amount of heat produced in the reactor due to
ammonium carbamate formation was evaluated.

jP3 (10)

In the case of kinetic-controlled reactions
(reactions 3 and 5) the corresponding conversion
has to be determined from the mass balance
equation of the CSTR [10]:

X_CAOXA
Vo —Ta

(I

Introducing the kinetic expression of urea
formation (eq. 8) into eq. (11) yields the
following equation from which the amount of
urea produced in each CSTR was calculated:

V,
X +la+-2L-1|X,-a=0 (12)
kV
Similar to the ammonium carbamate reaction, the
amount of heat consumed due to urea formation
could be calculated.

Biuret is also formed in the urea reactor.
Introducing the reaction rate of biuret formation
(eq. 9) into eq. (11) allows the amount of biuret
at each CSTR to be calculated:

Xj—(2+ Yo (13)

KV,

This is also an endothermic reaction whose
required heat of reaction was evaluated after
determining the amount of biuret formed in each
CSTR.

jX2+1=O

Finally, for each CSTR the energy balance
should be satisfied. = The steady-state heat
balance equation for each reactor is:

HI_HO+QaC_Qu_Qb:0 (14)

If eq. (14) is not satisfied, the assumed
temperature of the reactor outlet was changed
accordingly and the above mentioned
calculations were repeated from the beginning.
The iterative procedure was repeated until the
energy balance equation is satisfied from which
the exit temperature and composition of each
CSTR were established.

Results and Discussion
Typical industrial operating conditions of the
urea reactor are listed in Table 2.

Stream P T Carbon | Ammonia | Water | Nitrogen | Oxygen | Ammonium
(kg/em?) | (°C) | Dioxide (kg/hr) (kg/hr) | (kg/hr) (kg/hr) | Carbamate
(kg/hr) (kg/hr)
Gas 146 169.5 17505 30225 641 1443 205 0
Liquid 146 169.5 0 18924 14314 0 0 128220

Table 2. Typical inlet conditions of the reactor

Before starting the simulation, the number of
stages (CSTRs) in the urea reactor has to be
determined. Figure 3 shows the impact of the
number of stages on the predicted conversion at
the outlet of the urea reactor for the given set of
operating conditions. The figure shows that
beyond 10 stages, there is no significant change
in the performance of the reactor. Therefore, in
the rest of this work, the urea reactor was
considered to be consisted of 10 CSTRs in series.
It is worth noting that this number is also the
number of sieve trays used in the industrial
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reactor. In each tray, the gas and liquid passing
through the reactor mix again with each other and
re-distribute the concentrations and temperature.
Therefore, also from this point of view, each tray
could be considered as a single CSTR. It is worth
mentioning that although all the reactions
considered by Irazoqui et al. [2] were in liquid
phase, they presented a diagram very similar to
what shown in this work in Figure 3. Irazoqui et
al. [2] preferred to choose 25 stages for modeling
the urea reactor. However, it is seen from Figure
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SIMS 45

3 that there would be no significant difference
between these choices for the number of CSTRs.

60

55 A

Conversion to Urea (%)

50 T T

0 5 10

15

20 25 30

Number of Stages

Figure 3. Impact of the number of CSTRs on the model prediction of the conversion to urea

The wvalidity of the proposed model was tested
against the data obtained from industrial scale
reactor. Figure 4 illustrates the comparison
between the predicted temperature profile along
the reactor and real plant data. As can be seen in
this figure, the model is in good agreement with
the actual plant data. Moreover, a comparison
between the model predictions and the plant data
on some key operating parameters of the reactor
is shown in Table 3. This table also confirms that
the model predictions are in good agreement with
the plant data.

Conclusions

The industrial urea reactor was modelled using a
sequential modular approach. In order to develop
this model, hydrodynamic and reaction
submodels were coupled with each other. The
hydrodynamic of the urea reactor was simulated
by a sequence of CSTRs in series. The
heterogeneous reaction of the formation of
ammonium carbamate was considered in the
model. Temperature dependence expression of
equilibrium constant of ammonium carbamate
reaction was corrected using the data in the
literature as well as that at the exit of the real urea

Key Unit Plant | Simulation reactor. Comparison between simulation results
parameters data results and plant data shows a good consistency between
Te oC 183 182.5 the model and reality.
N/C i 29 3.09 Acknowledgment
X The authors are grateful to Khorasan
N Wit% 33.9 33 Petrochemical Company for supporting this
pany pp g
work.

Table 3. Comparison between plant data and
modelling results for the urea reactor
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Figure 4. Comparison of the predicted temperature profile with actual plant data
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MODELLING THE INFLUENCE OF THE GAS TO MELT RATIO ON
THE FRACTION SOLID OF THE SURFACE IN SPRAY FORMED

BILLETS

J.H. Hattel' and N.H. Pryds’
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Technical University of Denmark, Building 425
DK-2800, Lyngby Denmark
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Abstract

In this paper, the relationship between the Gas to Melt Ratio (GMR) and the fraction
solid of an evolving billet surface is investigated numerically. The basis for the analysis
is a recently developed integrated procedure for modelling the entire spray forming
process. This model includes the atomisation stage taking thermal coupling into
consideration and the deposition of the droplets at the surface of the billet taking
geometrical aspects such as shading into account. The coupling between these two
models is accomplished by ensuring that the total droplet size distribution of the spray is
the summation of “local” droplet size distributions along the r-axis of the spray cone.
The criterion for a successful process has been a predefined process window
characterised by a desired fraction solid range at a certain distance from the atomizer.
Inside this process window, the gas and melt flows have been varied and their influence
on the fraction solid at the surface of the billet has been analysed.

Keywords: Spray forming, atomization, deposition, Modelling, Gas to Melt Ratio,
Process window.

Nomenclature e, Unit vector along the line between
surface point and the atomiser [m]
A, Area of gas delivery nozzles [m] e, Unit basis vector [m]
¢, Specific heat capacity [JKg'K™'] e,  Unit basis vector [m]
¢,” Adjusted specific heat capacity e:  Unit basis vector [m]
[JKg K] d, Mass median diameter of droplets
d  Droplet diameter [m] [Hm]. _
dsox Mean droplet diameter of local dy  Liquid stream diameter [m]
distribution k [m] D, Distance from the atomizer to the
e, Unit vector normal to the preform surface of the billet [m]
[m] f;  Fraction solid [-]
f; Fraction liquid of spray [-]
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Fraction liquid of preform [-]
Index for droplet diameter [-]
Mass flow rate of gas [kgs™']
Mass flow rate of liquid [kgs™]
Thermal conductivity [Wm'K™]
Index for local distribution [-]
Experimental constant in (1) [m]
Mass flow of droplets in diameter
interval [kgs™]

SATTSS Ty

M (r,z)Mass flux distribution in spray
cone [kgs™']

r Spatial coordinate [m]

SE  Sticking efficiency [-]

t Time [s]

T  Temperature [K]

Tsor  Solidus Temperature [K]

Ty LiquidusTemperature [K]

Ty Solvent melt Temperature [K]
Tr  Eutectic Temperature [K]
Py Local droplet distribution [-]
We Weber number [-]

x  Spatial coordinate [m]

v Spatial coordinate [m]

z Spatial coordinate [m]

o, Parameter in (4) [-]
oy Parameter in (4) [-]

AH erﬁ Remaining freezing enthalpy

[Tkg']
¢ Parameter in (4) [-]
1, Kinematic viscosity of gas [Pa s]
n;  Kinematic viscosity of liquid [Pa s]
p  Density [kgm™]
o Standard deviation [-]
6  Spatial coordinate [-]
¢ Shading function [-]

Introduction

Despite a continuous attempt towards
fundamental understanding of the spray
forming process, many important features
remain unexplored. An enhanced
understanding of the process should permit
development of predictive models elucidating
the interrelationships between the
process/structure/properties and performance.

The spray forming process has been
continuously modelled and described in
literature. The models are often divided into
two parts namely: atomization and
deposition. A major part of the models for
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atomization are based on the idea that the
continuous phase affects the properties of the
dispersed phase but not vice versa [1,2].
However, in a real system the droplets, which
are represented by their size distribution do
interact with each other via the gas and
therefore a model that is able to reflect that,
is desirable.

As for the deposition, the models proposed in
literature can be divided into two principally
different approaches, i.e purely geometrical
models [3-4] and models, which take both the
thermal and the geometrical effect into
consideration [5].

Recently, a new integrated model for both
atomization and deposition in the spray
forming process taking into account the
interaction between the atomization gas and
the different droplet sizes has been developed
for a Gaussian shape [6-8] and billet shape
[9] geometries.

One of the important process parameters for
controlling the quality of the spray formed
billet in the industry is the surface fraction
solid. This is very much dependent on the
energy contained in the droplets arriving to
the surface of the preform, ie. the
temperature and size of the droplets.
Moreover, the droplet size distribution as
well as the temperature of the droplets are
dependent on the ratio between the gas flow
and the melt flow and on the gas velocity. A
way to control the surface fraction solid
during the process, is to control the ratio
between the flow rate of the gas and the melt
known as the Gas to Metal Ratio (GMR).

In the present work, the recent developed
numerical model for the spray forming
process [9] has been used to study the
influence of the GMR on the surface fraction
solid.

Model description

Atomization model

During atomization, a bulk liquid is
disintegrated into droplets of different sizes.
Looking at a given atomizer design and melt
composition, several variables influence the
droplet size distribution which in turn is
decisive for the thermal state of the arriving
droplets at the preform and hence the surface
temperature. These variables include process
related variables such as: Melt superheat,
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nozzle geometry, melt flow rate, gas flow
rate, gas velocity, gas temperature, and
chemical and physical properties of the liquid
metal and the atomization gas, [1].

Atomizer

‘-
~ .0 -

Preform e

Figure 1 Integrated model of the spray
forming process consisting of a 1-D model of
the atomization in the spray cone and a 3-D
model of the deposition process.

In order to solve correctly the two-phase flow
problem, i.e. the gas phase and the liquid
metal phase, during the atomisation process,
a fully coupled momentum and energy
formulation should be applied in general. In
the present model, the momentum and energy
conservation of the droplets during flight are
coupled together. The droplet size
distribution is discretized by a number of size
groups ranging from 1 up to 600 pm in
diameter with a constant increment of Ad.
The upper limit is chosen as the maximal
possible size of the droplets in the
distribution. Each group’s contribution to the
overall heat balance is given by its mass
flow, i.e. its probability times the total mass
flow of metal, J, see equation (3).

The heat balance between the droplets and
the surrounding gas is set up by assuming a
1-D Eulerian frame, i.e. fixed finite control
volumes along the centreline of the spray
cone, assuming that the injected gas is only
slightly expanded along the radial direction.
This assumption enables to simulate the
process in one dimension, see Figure 1. It
should be noted that thermal coupling was
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present in the atomization model, because of
the fact that the gas temperature was not
assumed to be known a priori, but calculated
together with the droplet temperatures in a
coupled manner. A more comprehensive
description of the atomization model is given
in [6,8].

The mean diameter of the droplet size
distribution is directly related to the GMR
and several suggestions for this relationship
have been given in literature. In the present
model, the most comment used empirical
equation representing the mass median
diameter has been used, [10]:

0.5
Do g | M|y e (M
d, nWe J,

From this expression it is readily seen that
increasing GMR decreases the mass median
diameter and thereby the droplet size. The
temperature of the arriving particles at the
deposit surface depend both on the particle
size, i.e. smaller droplets cool faster than
large ones, as well as on the position of the
deposit substrate along the axis of symmetry.
This leads to an enthalpy of the spray cone,
which is position dependent and influences
the surface fraction solid of the billet.

In order to achieve a good homogeneous and
dense billet, the desirable fraction solid of the
particles on impact should be around 0.5-0.7
[1]. This criterion defines the desired process
window used later on in the analysis.

Deposition model
The deposition model is based on a 3-D
cylindrical geometry, (1,8,2). The
temperatures in the spray deposit material are
thus governed by

or
aar”

orl or] r or r*o6| 00

o |,or
+—qk—+
82{ 82} uer

In the present case O, arises from the phase
change. Note that the release of the
remaining latent heat after droplet flight,

AH ;eﬁ , in the preform, is accomplished by

introducing an adjusted value for the specific

heat, c¢”

,» according to the expression
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J,

o _ Left
c,=c, AHf oT’

9,

where the term 25 is
oT

given by Clyne-Kurz model. The derivation
of c; is easily obtained by setting Q,., equal

to the released heat per unit volume from
solidification in equation (2). Combining this

temperature dependent c; -value with an

algorithm “pushing” the temperature back to
the liquidus temperature when entering the
solidification interval [11], no iterations are
needed for this non-linearity in order to
ensure consistency between temperatures and
material data.

The numerical solution of equation (2) is
based on the finite volume method, in which
the governing differential equation is
integrated over each of the control volumes.
This way, the conservation principle, i.e.
energy balance is expressed for the control
volume. Further details on the choice of
boundary conditions and heat transfer
coefficients are given elsewhere, [8].

Coupling of the models

The coupling of the atomization and the
deposition model is achieved through the
droplet size distribution. The total size
distribution of the spray is in fact the
summation of a number of “local”
distributions along the r-axis. The mesh along
the r-axis is divided into control volumes
each of which contains a droplet size

P(d), e a

distribution. The overall mass distribution
can be expressed as,

m(d eld, —5d, + 5] =

distribution, “local”

In(d; +42)
7Y [Rd)d(ind,) ~
K Ina;-40)

3
J, 2 B (d;)A(Ind,) ®

1
=J exp
lzk: o2 [

(log(d, +Ad) —log(d, — sAd))

—(logd, _IOgdso,k)zj

2
2 O-k/'

where the local dispersion is assumed to
depend on the local mass mean similarly to

the global distribution, i.e. 5 _3/ %, [12].
g 13

The local size distribution, i.e. in each control
volume, is then used to calculate the average
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enthalpy of each control volume. The major
advantage of the atomization model is that it
enables a calculation of the enthalpy for each
group of similar droplet size, based on the
interaction of this size group with the whole
range of sizes and the surrounding gas. The
enthalpy of the different droplet sizes is then
contributing to the overall enthalpy of the
specific control volume. Subsequently, the
enthalpy is converted into temperature and
used to describe the temperature of the
specific cell. For more details on this
procedure see [9].

A key parameter, which determines the yield
and the shape of the deposited material, is the
sticking efficiency, SE of the droplets to the
surface. The sticking efficiency describes
how good the droplets “stick” to the already
deposited material. The model proposed by
Mathur [13] was applied for the numerical
procedure. This SE model is based on two
macroscopic components: a) A geometrical
component which depends on the angle of
incident between the spray direction and the
surface normal and b) A thermal component
which depends upon the fraction liquid in the
spray and the fraction liquid in the deposited
surface. The thermal SE(T) is given by,

SE(T)=(f.a, + f,a,)s 4)
where

a,=1-0.75-(1-F,) and a, ~0.98
and the parameter ¢ varies from 0 to 1 and is

consistent with the variation in the viscosity
as a function of Fj.

Billet Shape model

The spray forming process in the industry is
used mainly for the production of billet shape
products. The final billet shape and its
properties are strongly influenced by the
process parameters and therefore the ability
to control the final shape is very important.
The billet model in the present work
describes the evolution of a 3D deposit
surface in Cartesian coordinates. The
important effect of shading has to be
incorporated into the model in order to
simulate the correct shape of the billet, see
Fig. 1. Previous studies [14] have already
taken this effect into consideration, however,
in the present study a somewhat different
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approach is used to calculate the shading
effect [15].

The billet shape model is initiated by
assigning a number of grid points to the
substrate surface and thereby defining a
mesh, composed of triangles. The position of
these grid points is then advanced with time.
In each time step of the calculation, the new
position of all the points on the surface is
calculated using the mass flow distribution
and geometrical considerations. The new
position is found as [9], see Figure 2:

X, =X+Ah-e, e,

Voew =V +AR-e, €, ®)
z,,.,=zZ+Ah-e, -e_

and

t+dt
Ah= .[é‘(x,y,x,t)~M(r,z)~en - dt (6)
t
M (r,z) is the mass flux and £(x,y,zt) is the
shading function which is designed in such a
way that & is equal to 0 when shading is
present, otherwise it is 1.

A, Atomizer

Figure 2 Vectors describing the evolution of
the billet surface.

In order to calculate the surface evolution,
i.e. Ah, the four terms, e, e, M and &

must be obtained. The vectors e, and e, are

obtained from relatively straightforward
vector calculus, see e.g. [8, 9]. The mass flow
at any point at the surface of the preform can
be found from the mass distribution in the
spray cone, e.g. typically given by a Guassian

distribution in combination with the actual
positions of the atomizer and the point under
consideration, [9]. The determination of the
shading function, &, calls for a rather

complex algorithm. The details of the
different sub-models and validations against
analytical and numerical solutions as well as
experimental  observations have been
extensively published and can be found
elsewhere, e.g. [8,9].

Results

Figures 3 and 4 show a comparison between
the shape calculated by the present model and
experimentally produced billets of 100Cr6
steel. The material data used for these
calculations as well as the properties of the
atomization gas are given in Table 1-2.

Table 1
Material properties for 100Cr16.

Solidus temperature T, [K] 1570
Liquidus temperature Tq [K] 1724
Solvent melt temperature Ty [K] 1811
Eutectic temperature Tg [K] 1419
Density p [kg/m’] 7810
Specific heat of solid C,* [J/KgK] 640
Specific heat of solid C," [J/KgK] 724
Table 2

Properties of the atomization gas, N,.

Density p [kg/m’] 1.5
Viscosity 7, [Ns/m’] 0.000032
Specific heat C,, [J/kgK] 1000
Thermal conductivity k [W/mK] 0.026

Table 3
Process parameters used for the calculation

Mass distribution parameter b [m?] 1000

Rotation velocity ® [rot/min]* 116
Spray angle ¢ [deg] 35
Excentric distance 1_e [m] 0.02
Distance to atomizer Dy [m] 0.5
Withdrawal velocity V ok
Constant in Eq. (1), K, 50
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* The rotation velocity is chosen to be 116
rot/min since literature suggests that this
should be high enough to ensure rotational
symmetry, [6].

** The withdrawal velocity is chosen in such
a way that the distance from the center of
the billet to the atomizer at all times is D,
in order to keep the solid fraction of the
droplets arriving to the surface of the
deposit constant.

Figure 4 Experimentally obtained billet shape
of 100Cro6.

The geometrical process parameters are given
in Table 3.

As seen from Fig. 3, the model is able to
predict the ‘neck’ at the beginning of the
deposition as also observed in real billets.
Such a ‘neck’ cannot be predicted without
taking the shading effect into consideration.
This is a direct indication of the effectiveness
of the shading procedure.
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For the purpose of analyzing the influence of
GMR on the surface solid fraction of the
billet, two process parameters have been
varied, i.e. melt stream diameter and the area
of gas delivery nozzles, see Table 4.

The basic atomizer geometry was chosen
according to a melt stream diameter of dy =
3700 pum and an area of gas delivery nozzles
of A = 0.0003 m?% see Table 4, cases 1, 2.1
and 3.1.

In order to achieve more comparable results,
the atomizer geometry (melt stream diameter
and nozzle area) was changed in such a way
that the GMR and the gas velocity at the exit
were constant as compared to case 1 (see
cases 2.2 and 3.2). The gas velocity is given
by the expression, [10]

ng

ol exp(—z/A,) (7
gAg

where A, is the decay constant [10].

As seen from equation (7), the gas velocity is
inversely proportional to nozzle area. Thus,
using a metal flow rate of 0.05 kgs' and a
nozzle area of 0.0003 m? as reference, i.e.
case 1 (and keeping in mind that GMR was
chosen as 1), flow rates of 0.1 and 0.2 kgs™
result in a nozzle area of 0.0006 and 0.0012
m® in case 2.2 and 3.2, respectively. From
equation (7) it is also seen that enforcing a
constant gas velocity results in the gas area
being proportional to the gas flow. Hence, the
melt stream diameters were then adjusted as
3700, 5232 and 7400um for metal flow rates
of 0.05, 0.1 and 0.2 kgs™, respectively. See
Table 4.

Figures 5-7 show the calculated solid fraction
as a function of distance from the atomizer.
In these figures, the four vertical and
horizontal lines correspond to the distance
from the atomiser and the solid fraction of
the spray, respectively. These lines represent
the limit values of the process parameters.
The fraction solid is marked with two lines,
0.45 is set as the lower limit and 0.75 is set as
the upper limit. The distance from the
atomizer in which the substrate is situated is
also marked with two lines — one at a
distance of 0.5m and one at a distance of
0.6m - typical distances used in the industry
[16].

As seen from these figures, increasing the
mass rate causes increase in the fraction
solid. If the atomizer geometry is kept
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constant, i.e. without modifying the nozzle
dimensions, the fraction solid of the spray for
a mass flow of 0.1 kg/s is above the desirable
fraction solid for GMR=1.5 and GMR=2.0.
In the case of a mass flow of 0.2 kg/s, the
fraction solid already exceeds the limits at a
GMR=1.0 and for a GMR=1.5 it is far above
the limit and approaching a fraction solid of
1.

Table 4 Varying process parameters for the
five different calculation cases in Figs. 5-10.

Calculation case 1
Mass flow J, 0.05
Change in atomizer geometry No
Melt stream diameter D, 3700
Area of gas delivery nozzles A 0.0003
Table 4 continued
2.1 2.2 3.1 3.2
0.1 0.1 0.2 0.2
No Yes No Yes
3700 5232 3700 7400
0.0003 0.0006 0.0003 0.0012

Figures 8 — 10 show the fraction solid as a
function of the distance from the atomizer for
different values of the GMR and constant
mass flow rates of 0.05, 0.1 and 0.2 kg/s,
respectively. For the two latter, the modified
nozzle data were used, i.e. cases 2.2 and 3.2
in Table 4. The calculations were made in
order to evaluate which values of the GMR
fit the process window. As seen in Figure 8
for a mass flow of 0.05kg/s and a GMR
varying from 1 to 2, the fraction solid of the
spray is within the desirable range, whereas
for a mass flow of 0.1 kg/s, the fraction solid
is in the desirable range for GMR=1-2.5
(Figure 9). For a mass flow of 0.2kg/s the
range of GMR is varying from 1.25 to 3
(Figure 10).

It is seen from Figures 8 — 10, that the range
of acceptable GMRs, in which the solid
fraction has the desirable value, i.e. 0.45-
0.75, is larger with an increasing mass flow.
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Conclusion

In the present work, the relationship between
the gas to melt ratio (GMR) and the surface
fraction solid of an evolving billet surface in
the spray forming process has been
investigated numerically. This has been done
with an integrated approach, which models
the entire process taking both atomisation
and deposition into account. With a
predefined process window, the model was
used to analyse the influence of changing the
nozzle geometry on the relationship between
GMR and the surface fraction solid at a
certain distance from the atomizer. This way
it was shown that the present model could be
used to evaluate different process parameters,
such as nozzle geometry, for the purpose of
doing process optimization.
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Abstract

Computer-based artificial intelligence methods are gradually gaining more and more popularity
aso in the fidd of papermaking. Comparing to the conventional modeling methods, artificial
neural networks (ANN) offer several advantages. they can hande complicate nonlinear
functions with large number of variables, do nat require detailed knowledge about the system
studied and are relatively easy to use. Various stages in the papermaking process such as stock
preparation, paper shed formation, drying, coating and calendering affect quality of the end
product in different ways. These reationships are often poorly understood and/or very complex
in nature. In order to modd characteristics of the coated woodfree paper produced in Slovenian
paper mill B&B Papirnica Vevce, back-error propagation network modds were deveoped.
Results of the work are presented with a special consideration of practical implementation of the
neural modds in the paper mill environment.
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I ntroduction

Modern industrial paper production is a typical
example of a complex multivariate process
Techndogcal parameters monitored during the
indvidual production stages - stock preparation,
paper shed forming, drying, calendering, etc. - can
be regarded as a set of interdependent variables
with each of them describing one part of the
overall system. Due to ther inherent interreations
these variables must be observed simultaneously in
order to extract meaningful information from them.
Prediction of behaviour, i.e. moddling, of such a
complex system is nat an easy task. In this study
we developed several artificial neural network
(ANN) modds based on the process data from
paper production in Slovenian paper mill Papirnica
Vevce B&B in order to characterize final paper
quality parameters, such as brightness gloss
stiffnessor curl.

Data that can be found in industrial reality
generally suffer from severe limitations (Figure 1).
Data are usually naisy, measurement results can be
unreliable or even missng. Number of parameters
characterizing individual techndogical operations
is often very large and therr interrelationships
complicated. For example, during the indvidual
techndogical steps of papermaking process more
than 100 variables are usually being monitored.
The complexity of montoring is further
complicated by the fact that variables which
indvidually show no specific influence on the
quality of the end product, eg. paper curl, may in
combination with other parameters contribute
significantly to this final paper property.

UNRELIABLE
MEASURING
RESULTS

INTERDEPENDENCY
OF PARAMETERS COMPLEX
RELATIONSHIP

Figure 1: Nature of industrial data

LARGE
INDUSTRIAL NUMBER OF
DATA PARAMETERS

Classcal approach such as multiple linear
regresson would nat be appropriate as a modeling
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tod for such a process One of prerequisites for
applying this tod is that the variables can be
manipulated, i.e. varied independently from each
other. In industrial environment this is usually nat
the case, since such trials would lead to the
production of low-quality product or even to
process down time. In addtion, in moden
manufacturing facilities there is often already a
wealth of historic operating information, which is
availablefor analysis.

Artificial neural networks

ANN allow user to build a modd based on past
experience (recorded data) rather than requiring a
detailed knowledge of the system. Their major
advantages over the more traditional modeling
methods include handing of complex nontlinear
relationships among data, high processng speed
and ease of use[1].

Of the many types of ANN, for moddling
technical processes the most suitable ones are the
so caled fead-forward networks that apply back-
error propagation (BEP) learning algorithm. Thisis
the type of net that was aso used in our research.
ANN consists of processng units called neurons or
nodes [2]. Each neuron accepts one or more inputs
(X1 to Xg), multiplies each input by its asciated
conrection strength  (weight — w), sums the
weighted inputs and uses an activation function (g)
to produce its output. The neurons are arranged in
interconrected layers. Figure 2 shows a three-
layered network.

X Wi
@9 *
OUTPUT

Xd Wd
INPUTS

INPUT
LAYER

HIDDEN
LAYER

OUTPUT
LAYER

Figure 2: Artificial neuron (Ieft) and threelayered
network (right)

Training and testing

Central task of every NN is to produce a modd
that fits the actual experimental data (target
outputs). In other words, network weights must be
adjusted so that the prediction error made by the
network is minimized. Moddling is a two-step
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process (Figure 3). The historical cases that the
experimentator has gathered are randamly divided
into two groups: training and test set of samples.
During training or learning, the network is
presented with training samples of inputs together
with the target, i.e. actual output(s) for each
sample. The network processes the inputs for each
sample to produce an estimated output, compares
this value to the desired target and adjusts its
weights to produce a more correct output. This
process proceals iteratively until the correct
outputs are predicted by the NN modd for both the
training population and independently for a set of
test samples nat originally used for training.
During this second testing phase, the network’s
parameters are not changed anymore and the
network is used for the reproduction of input data
in order to “predict” suitable output data.

MODELLING

A

TRAINING

Input values: known
Output value: known

TESTING

Input values: known
Output value: UNKNOWN
(model prediction)

Figure 3. Moddli ng stages

Figure 4 schematically shows what happens during
the training and testing phase of a neura
moddling. While the training error monaonically
decreases indcating a steady improvement in
fitting to the actua training data, the test error
exhibits a minimum which corresponds to an
optimum network  corfiguration and best
prediction for a new, test set of samples. A further
increase in the number of hidden neurons leads to
anincreasein test error, i.e. to overfitting.
Unfortunately, there is no general rule how to
chose optimum numbe of hidden neurors,
generdization and overfitting depend also on the
number of training cases, the amount of naise and
the complexity of the function one wants to modd.
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Error
4

test

training

No. of hidden neurons

Figure 4: Network error as afunction of hidden
neurons number

Experimental
Database setup

The system we wanted to investigate in our study
consists of a typical Fourdrinier paper machine
followed by an off-line coater and calender. A
singe-sided coated woodfree paper for labds with
a basis wdght of 80 g/m? was chasen for
moddling. Parameters monitored during the
indvidual techndogcal stages of paper production
and surface treatment have been recorded and
stored into the paper mill database PQM system.
From altogether 121 process (online) and
laboratory (off-line) variables that have constantly
been measured during the production of this paper
grade, some were excluded from the further
analysis due to the missng or unreiable
observations. Similarly, some of the samples, i.e
paper tambours were discarded for the same
reasons. The remaining database consisted of 220
samples and 107 variables thus representing
production history of these paper tambours.

Due to the partly confidential nature of this study,
some details concerning paper production (eg.
range or magnitude of the monitored parameters)
as wdl as data collection isues can not be
revealed. For the same reason, variables names
have been coded.

As already mentioned, one of the main gaals of our
work was to build neural modds that would predict
final quality of the paper under investigation based
on data gathered during the paper production
Therefore we specified several — altogether eight —
quality parameters of the finished, i.e. coated and
calendered paper that have been regularly
monitored using standard laboratory methods:
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basis weight, calliper, smoahness brightness
opacity, stiffness gloss and curl. Each modd
contained only one such output — target — variable
whase fluctuation was to be moddled. As inputs
served all or part of the process parameters
monitored during the production of a paper
tambour: data on beating, chemicals used in the
paper stock, numerous parameters from paper
machine wet- end dry end, variables describing
off- line coating and calendering process

All inputs model

The total database consisting of 220 samples was
randamly divided into two groups. a larger one
containing 164 training samples and a smaller one
consisting of the remaining 56 samples which were
used for testing the performance of the models.

Figure 5: All-inputs modd for paper brightness

Summeary of the testing performance of the neural
network modd for final paper brightness is
displayed in Figure 5. In this modd, al of the
available process parameters — altogether 97 —
were used as inputs to the network. In the upper
left diagram we can see the degree of matching
betwean the measured and the predicted brightness
values for each of the 56 paper samples. Beow,
fluctuation of residuals, i.e differences between
the measured and the predicted values for each of
these samples is displayed. The two biggest
residuals, i.e. errors in neural net prediction, are
1.0 unit in positive (denated as MAX = measured
value is higher than the predicted) and 0.7 units in
negative direction (MIN = predicted higher than
measured). Squared corrdation value (RSQ) of the
modd is 0.56.
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Dimensionality reduction

It was pointed out eerlier that several factors aff ect
the prediction error of each particular network
corfiguration. One of the most important factors
determining ability of a particular neural modd to
succesdully predict output variable is also the
sdection of input variables for that modd. In
literature [4] it has been reported that appropriate
reduction of inputs, i.e. kegoing only those having
significant influence on the output variable shauld
reduce the prediction error. Various strategies can
be adopted, such as Minimal description length [5]
or Bayesian modd sdection [6]. In practice
however, when dedling with a system of an
extreme complexity such as paper production
where numerous parameters are interrdated, this
proves to be a very difficult task. We have
therefore implemented several algorithms in an
attempt to improve the predicting power of the
neural modds (Figure 6).

First we created lists of input variables according
to their importance or impact to the particular final
paper modeling property (eg. brightness; those
inputs having the biggest impact to the output were
ranked at the top of theselists, those being the least
conrected were ranked at the end of the lists. We
selected three different importance or impact
criteria for each modeling property: inputs-output
corrdation coefficients, sensitivity analysis and
combination of correation coefficients and experts
knowledge.
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Figure 6. Ranking of influential inputs (left) based
onvarious dimensionality reduction approaches

(right)

When using the first method — correation
coefficients — inputs were ranked acoording to the
magnitude of linear correlation to the final paper
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property. Sensitivity analysis [7] reveals the
sensitivity of the output variable to changes in the
input variables, the most sensitive inputs were
ranked at the top and the least sensitive ones at the
bottom. Finally, we presented lists of inputs ranked
according to the correlation coefficients criterion to
the paper mill experts who made their suggestions
and modfied these lists. The threelists for each of
the eight final paper modeling properties differed
considerably with respect to the sdection and
importance of inputs for the particular modeling
property, which supports the above mentioned
statement about the difficulties of finding the
optimum subset of inputs for moddli ng.

Modds' performances

Next, we used 30 most influential variables from
each of the list as inputs to the neural modds.
Together with the all-inputs mode we therefore
created altogether 36 modds, 4 for each of the 8

1.0

paper properties. Figure 7 shows a comparison
among different inputs' sdection approaches and
their effect on modd prediction power. The latter
was estimated based on a corrdation (Pearson
correlation coefficient R) between the measured
and the predicted values for respective modeling
property for testing population: the higher the R
value, the better the prediction of that final paper
property. We seethat in some cases — e.g. paper
stiffness — reduction of inputs based on sensitivity
analysis proved most succesdul, in others, such as
with paper gloss — combination of correation
coefficients and experts knowledge led to the best
results. Let’s have a closer look at some of these
modds. Note that for each moddling property, the
30 variables’ list with the highest R value served as
inputs to that modd, e.g. for basis weight this was
sengitivity analysis, for caliper al (=97) input
variables were retained, etc.

0.92

B Total (97 inputs)

O Correl. Coeff. (30 inp.)

K Sens. Anal. (30 inp.)
@ Experts Knowl. (30 inp.)

Correlation (R)

T T T T o orr-———""""""~""°~ 6’76’ T
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Figure 8: Basis weight modd performance

In Figure 8 you can see modd performance for
final paper basis weight. Very good matching of
both curves — for measured and predicted values —
and high RSQ (0.85) indicate that the network with
29 inputs and 18 hidden neurons was able to
succesqully learn the complicated pattern of
relationships between the input variables and the
final paper basis weight and also to predict
fluctuation of this quality parameter to a high
degree Only with ore paper sample, modd
prediction error (residual) exceaded 1 g/m’. Also,
tolerance limits for final paper basis weight (3.1
g/n) specified by the paper mill are much wider
than the network modd error (MAX = 0.5, MIN =
-1.2).

i Y
I llkj-'-ll'tf .
- II'I
!
CALIPER
RSQ: 0.454 I/H/O: 79/10/1

MAX: 0.0024mm  Tolerance limits:
MIN: -0.0030 mm + 0.0032 mm

Figure 9: Caliper modd performance
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Prediction of final paper caliper (Figure 9) is,
comparing to that of basis weight, significantly
lower as indcated by pooer overlapping of
measured and predicted values. However, although
RSQ value is nat so high, predictions for all of the
56 test samples still fall within the tolerance limits
(+/- 3.2 microns) as specified by the producer.
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MAX:0.89 % ISO Tolerance limits:
MIN: -0.52 % ISO +20% ISO

Figure 10: Brightnessmoded performance

Network configurations for prediction of paper
brightness (Figure 10) consisted of 30 inputs and 2
hidden neurons. Again, all of the modd predictions
are better than the allowed paper mill limits (= 2.0
% 1S0O).

Moddling of paper curl (Figure 11) obviously
proved to be a very difficult task for neura
network. Matching of actual and predicted values
as wel as RSQ value are the poarest of all the
developed modds although absolute error values
(+2.4 and — 4.4 mm) ill fall within the allowed
limits of 5.0 mm Apparently, many things can be
improved in terms of inputs sdection (in this
modd: 97) and the appropriatness and the quality
of the measuring method itsdf should also be
examined.
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Figure 11: Curl modd performance

Verification of models

Since both training and testing population were
actually taken from the same database, it would be
desirable to investigate how wel the developed
modds perform when presented with samples from
a new database. In order to do this, addtional 160
paper tambours were obtained from paper
production which took place several months later.
With these tambours again all of the 107 variables
were monitored. From this database 46 tambours
were randamly selected and yielded a verification
set on which the prediction power of the neura
modd s was examined.

Prediction rate: | -
91% (42 out of 46) | - _ _

BRIG (meas.) - BRIG (pred.)
& =) =)

Figure 12: Veification statistics for brightness
model

Let us examine hov wdl can the aready
devdoped modd for final brightness predict
fluctuation of this paper property for the 46
verification samples. As seen in Figure 10, the
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biggest prediction errors (i.e. residuals) were +0.9
and —-0.5 % 1SO (last two bars in Figure 12). These
values were now used as a quality criterion for
evaluation of brightness prediction on 46
verification tamboures: if a residual exceeded +0.9
or —0.5 % IS0, than the brightness prediction for
this particular sample was said to be poor (dark
bars). Whenever residual was lower than these two
numbers, the prediction was considered to be
succesdul (white bars). Figure 12 shows that of
altogether 46 verification samples only in 4 cases
modd was nat able to predict brightness value
within these limits. This means that in 91% of the
verification samples brightness prediction was at
least as goodas in the case of test population. This
is a very high number, especially if we bear in
mind that the verification samples were taken from
the paper production which took place several
weeks later comparing to the production on basis
of which the network was trained.

BASISWEIGHT CALIPER

' 78 % l I 98 % '
BRIGHTNESS OPACITY

l 91 % ' l 96 % '
STIFFNESS (MD) CURL

. 80 % ' . 85 % '

Figure 13: Predictionrates for neural models

Similar verification analysis for the rest of the
modds also showed that the developed networks
were robust enough to succesdully predict
fluctuation of final paper properties. In case of
final paper basis weight the rate of success — as
discussad above when dealing with the verification
of paper brightness — was 78% and with other
quality parameters this number was even higher
(Figure 13). Once again it has to be emphasized
that although these moddls were originally trained
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and tested on a different population, they proved to
be very succesdul in predicting fluctuation of
verification dataset which had nat been used for
training.

“W hat-if” scenarios

From the presented results it can be concluded that
neural networks can be a powerful tod for a
papermaker to investigate reationships among
various paper machine settings and parameters and
to immediatdy see their influence on final paper
quality. For example, once a modd for a specific
end use property — let's say paper stiffness — is
created, one can, by means of the simulation
software, study different “what-if” scenarios: in
which direction and to what extent would paper
stiffness change if long to short fibre ratio, paper
moisture content and size concentration all move
to new values (provided that they fall within the
training set range of values). Posgbility to seethe
effect of changng techndogcal parameters
without investing a lot of production time, money
and personrd in actually daing such experiments,
opens new ways of thinking about product design
and optimization. This approach can aso be
applied in the area of research, for example when
planning new coating colour recipes or optimizing
the existing ones.

The above described system has recently been
succesdully implemented in the environment of
paper mill B&B Vevce.
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Figure 14: Screenshat from neural network
simulation program
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Conclusions

A fea-forward back-error-propagation neural
network was trained and used for the prediction of
8 output parameters that define quality of the
industrially manufactured paper based on 107
inputs. Some data details are kept corfidential.
Several dimensional reduction agorithms were
experimented with to reduce the number of inputs
to the network and improve generalization. It has
been shown that the specific combination of
dimension reduction strategy and network
corfiguration for each quality parameter enables
optimal prediction onthetraining set.
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A BIG LEAP FORWARD - THE NEW EUROPEAN COST ACTION E 36
"MODELLING AND SIMULATION IN THE PULP & PAPER INDUSTRY”

Johannes Kappen', PTS, Munich, Germany; Erik Dahlquist, MDH, Miilardalen, Sweden;
Jussi Manninen, VTT, Jyviskyla, Finland; Carlos Negro, UCM, Madrid, Spain;
Risto Ritala, TUT, Tampere, Finland

Abstract

The COST programme is one of the oldest EU-funded instruments to support the European scientific
community. Hundreds of actions have been launched during the last decades, bringing together
thousands of scientists. This year a new action concerning modelling and simulation in the pulp and
paper industry has been started with a duration of 4 years. The main objective of the Action is to
promote the development and application of modelling and simulation techniques in pulp and paper
manufacturing processes. This is intended to eg. reduce emissions and increase the productivity and
cost-efficiency of the processes. The main benefit will be a better understanding of the mechanisms
of the processes and their control loops. This will help to find solutions for currently pending
problems in the paper industry: improving the paper quality, optimising the wet end chemistry,
enhancing the runnability and reducing emissions by improving process design, process monitoring
and decision support during operation. In the long run this action should also contribute to designing

superior or new product properties.

Keywords: COST, Modelling, Simulation, Pulp and Paper, Action E36

Introduction

The pulp and paper industry is currently faced with
heavy economic pressure. The shut down of mills
and a strong tendency to form even bigger
companies clearly reflects the impact of a tight
market on the paper industry. Within the mills ever
less people are confronted with processes of
growing complexity. Sufficient staffs of
technologists are missing in many mills.

As a consequence even today trial and error
appears to be the most common approach in this
traditional industry. Mill personnel are fully
occupied with the task of keeping the production
up. No time is left for a systematic approach
towards an optimised state of the production
process. A lot of profit and time is lost this way.

In this context modelling and simulation will be of
major importance for the paper industry in the near
future. It provides the industry with new answers
based on a far better understanding of the process.

This know how is “built into” the process either
through an optimised process design or an
intelligent process control approach. In addition it
can help to identify the causes for operational
problems and suggest solutions.

Computational simulation in the pulp
and paper industry

Problems concerned

Although the pulp and paper industry has used
balancing calculations and process control for a
very long time, its scope of modelling and
simulation applications is not as comprehensive as
that of many other modern industries. This is
largely because of the complicated nature of the
processes concerned in terms of raw material
characteristics, the difficulty of applying real-time
control tools to processes that incorporate
substantial time delays, and the high degree of
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interactions between the various production
processes. As an added difficulty, some key
parameters and variables of the industry’s raw
materials and products cannot be quantified
quickly and automatically. Some of these problem
fields come along with a need for an improved
environmental performance of the mills. Reasons
for quite many operational problems are the
increasing use of recovered paper and the
narrowing of water cycles.

Hope of overcoming these problems arises from
developments in a wide variety of fields, including
control science and process simulation (including
real-time simulation). New techniques, such as
multivariate statistics, software sensing algorithms
and general stochastic distribution modelling and
control, will enhance the controllability and permit
a global optimisation of papermaking processes.
Indeed, some of these techniques have already
been explored in the pulp and paper industry.
Examples are data analysis tools for improved
process efficiency, new formation sensors and
stochastic distribution control algorithms.

Development of knowledge in pulp and paper
science and technology concerning simulation
The number of publications has had a dynamic
development in the past 30 years (Fig. 1). This
development has accelerated during the late ‘90s.

number of
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02/04
year of publication

Fig. 1 Development over time of the number of
publications in pulp and paper concerning
simulation [1]

The most important topics handled are drying or
otherwise energy related (Fig. 2). This is quite
understandable since the paper industry relies far
more on energy than other industries. 4.7% of the
Cost is energy compared to 1.2% as an average of

Proceedings of SIMS 2004
Copenhagen, Denmark, September 23-24, 2004

54

manufacturing [Sweden; 2]. The number of
publications concerning coating, sheet formation
and grade changes has had an exceptionally high
growth during the past four years. This reflects
most recent areas of high interest in pulp and

paper.

drying
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paper properties [
wastepaper L [N
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Fig. 2 Thematic distribution of publications in
pulp and paper concerning simulation [1]

Evaluation of the market involved

The market for services concerning simulation
activities in pulp and paper is relatively small (Tab.
1). This traditional industry is not yet using
simulation to a great extent. Still, compared with
approx. 2.2% rise in paper and board production
between 2002 and 2003 [3] the growth rate of
simulation services shows a dynamic development.
This mirrors the evolvement of the scientific and
technological progress described in the previous
chapter.

Tab. 1 Size of market for simulation software
and services in 2002 and growth rate of
turnover (2002 —2007) [4]

2002 Turnover | Growth
rate
mUSS$ %
all industries 338.7 8.5
paper industry 7.7 8.2

It can reasonably be assumed, that — as in other
industry sectors [4] — software shipping has a
higher share of the turnover compared to services
and consultancy.

The COST funding mechanism

COST is one of the oldest funding mechanisms of
the European Commission. It has been established
in order to promote the exchange of scientific
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knowledge within the European Community [5].
As a funding mechanism it is a predecessor of the
Networks of Excellence (NoE) promoted within
the 6th Framework Programme. COST is currently
funded by the European Community within the
Framework Programme and managed by the
European Science Foundation (ESF) [6].

Objectives of the COST Action E36

The main objective of the Action is to promote the
development and application of modelling and
simulation techniques in pulp and paper
manufacturing processes. This is intended to
reduce emissions and increase the productivity and
cost-efficiency of processes, for example.

The main benefit will be a better understanding of
the mechanisms of the processes and their control
loops. This will help to find solutions for currently
pending problems in the paper industry: improving
the paper quality, optimising the wet end
chemistry, enhancing the runnability and reducing
emissions by improved process design, process
monitoring and decision support during operation.
In the long run this Action should also contribute
to designing superior or new product properties.
The Action has been started in January 2004 and
will last until January 2008. The Action currently
has 12 participating countries: Austria, Belgium,
Finland, France, Germany, Netherlands, Norway,
Slovakia, Slovenia, Spain, Sweden, and United
Kingdom. 17 scientists represent their countries in
the Management Committee. Within this group 9
professors from 7 universities are present. 8
national research institutes are participating. The
work is organised in three working groups
consisting of 41 scientists and technologists
including 5 participants from industry.

Activites of the Action

As one of the activities to achieve the Actions
scientific goals, the partners intend to compile all
research projects planned, currently under way or
recently finished in order to get a clear picture of
the current work focus of research activities. This
could also lend itself as a basis for new research
and/or project related partnerships on a European
level. The scientific programme will also include
other activities, aimed at exchanging and
disseminating ideas, findings and new knowledge
as described in the following.
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Work group discussion meetings

The constitutory meetings of the working groups
were conducted in March 2004. Next meetings are
planned to happen in September. Currently the
main focus of activities is to define the priorities
for the first half of the action. A more detailed
description of the results reached so far is given in
the following chapter concerning working group
activities.

Organisation of  workshops, seminars,
conferences and publication of proceedings

A first conference was organised in Munich [7].
Being situated in the beginning of the COST
Action E 36, it served as an ideal option to define
the state, modelling and simulation in pulp and
paper has currently reached. Against the
background of what has been presented during the
two days the following clusters could be identified:
e spreadsheet based object oriented process
models,
e tools for monitoring and evaluation of
online data,
e model based process optimisation and
e in smaller number, some approaches to

model single process steps as the
modelisation of the press- or drying
section.

One large trend is to upgrade static simulation
tools by integration of dynamic abilities into the
simulators used. A big issue still to be solved is to
define quality parameters for the validity of both,
steady state and dynamic simulation models. In
many papers more accurate models of the
processes were identified as still missing. Thus,
one important task will be to develop proper
generic models of key processes that ideally will
be available for common use within the industry.

Publication of targeted and periodical reports
and the final report

It is planned to publish a survey on the current use
of simulation software within 2004. Furthermore
the publication of reports on the exchange of
know-how contained in models and
recommendations on suitable software tools and
requirements for further software development is
intended. An Action specific web page has already
been set up in July 2004 [8]. Information
concerning participating partners can be found
there.
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Working group activities

Working group A

Working group (WG) A will cover all activities
concerning the use of modelling and simulation as
an R&D tool, for an optimal process design, for
use in operator training and trouble shooting.

To achieve this aim, the WG will cover all topics
related to the modelling and simulation of the
whole pulping and paper production process. This
includes chemical reactions in digesters, the
complex pulp washing process, the modification of
fibre properties in the stock preparation process,
the modelling of the complex wet end chemistry
and of water loops and energy balances. Special
attention will be given to the use of dynamic
process simulation, real-time simulation tools and
model validation tools.

The thematic focus of the working group is:

e standard model interfaces for model
portability

e evaluation, calibration and validation of
models

e property modelling

e water system chemistry modelling

e optimisation and simulation

e resource saving

e intelligent models

e grade-change optimisation

e data reconciliation

e diagnostics systems

e state-of-the art and who is who in

modelling and simulation
The next meeting will focus on model evaluation,
calibration and validation.

Working group B

WG B will concentrate on the use of simulation
models during the operation phase. It focuses on
model-based monitoring, simulation-based
operations decision support and model-based
control.
For this purpose, it is intended to look deeply into
multivariable process control, fast data acquisition,
high-dimensional data analysis and reduction, non-
linear system modelling and multivariable system
optimisation.
The thematic focus of the working group is:

e understanding the operator behaviour,

decision making
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e dynamic optimisation, MPDS, algorithms
and applications
e combining physical simulators, grey box
models and black box modelling
e model based and/or simulation based
diagnostics
Next activities are intended to refine the thematic
focus. The benefit and infrastructure analysis on
application topics is to be explored.

Working group C

WG C intends to bring together software
developers and (possible) users in order to reach
agreements on the contents, features, relevance and
performance of software products. Existing
software packages should be evaluated. User needs
and the goals of further developments are to be
established. Discussions will include the
development and use of software packages. In
addition WG C will take care of integration aspects
(simulation software in mill environments).

WG C is specially intended to take care of the
knowledge exchange between the WG's and to
foster the development of better simulation tools
with a high compatibility across the platforms
used. This WG will therefore have a different
schedule, organising dedicated workshops to meet
with suppliers and developers of software in order
to exchange knowledge and enhance software
development.

WG C has already started a survey of all partners
in the COST Action E36 to gather information on
current software use. In addition, all available
software evaluations performed by the partners
have been collected and will be processed by WG
C. The results of this survey on software use will
be published as a mini-booklet within 2004.
Currently 13 organisations in 8 countries are taking
part.

Workshops are planned to cover the topics of
software evaluation, mathematical tools for data
analysis, neural networks, multivariate analysis,
data handling and pre-processing before simulation
and on requirement specifications for future
simulation tools.

Summary and Outlook

The COST Action E36 is a promising approach to
foster the development of modelling and
simulation in the pulp and paper industry. The
expertise of the FEuropean paper industry is
gathered in this action. It will contribute heavily to
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the acceptance of modelling and simulation
approaches in the pulp and paper industry.

During the next years all possible users of
modelling and simulation technologies in the pulp
and paper industry will have to define their
position in terms of staff, software and total
involvement.

The most important task for all software and
solution developers will be to show the possible
economical benefit the pulp and paper industry has
by using the tools developed.

A network of excellence has been created and will
possibly lead to numerous successful follow up
activities as has been proven by other COST
Actions.
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Abstract

Paper production processes have plenty of special features and challenges fnonaehtiag

and simulation point of view. Questions arise on fibre suspension characterisation, flow
behaviour, mixing, cleaning and fractionating, retention, drainage, drying, wet end chemistry,
paper quality properties, sheet thickness and cross diretdiomention but a few. Each of these
guestions require different kind of attention, thus challenging the model developer, as well as a
user of simulation tools, to find the best workable solutions and practices for the needs in hand.
Many of the issues alie are common for all simulation users, whether you are building a steady
state or a dynamic model, or a computational fluid dynamics (CFD) simulation. This paper
discusses some of the above mentioned challenges focusing on modelling of paper and board
making and realime (or faster) fuliscale dynamic simulation. lllustrative simulation examples
are given.

machine direction (MD) variables after the head
Introduction box is enough for most of dynamic simulation
needs. In some cases there is a need to simulate
flow systems in three dimensions, or capture the
thickness andross direction of the paper sheet as
well. These are examples of special requirements
for papermaking simulation.

Use of simulation in paper industry is on the rise.
Simulation is used, for instance, in process and
control system design evaluatiand optimisation,
control system testing, process analysis and
troubleshooting, as well as in operator training and

support. Wasik [1] analysed simulation from pulp and paper

perspective, giving requirements for good
simulation software in the field, and examplés o
applications. This paper continues on the same
road, discussing aspects and challenges, giving
examples of modelling and simulation in the paper

In papermaking, the raw material is very
heterogeneous. It is transported both as hydraulic
flow and as a paper web. Odénensonal

simulation of approach system covering sheet

Proceedings of SIMS 2004 59 WWW.SCansims.org

CopenbrgsibridfgmaiioSriiemass 33rskts 2 4ax: +358 9 456 675mat: jari.lappalainen@vit.fi



SIMS 45

industry. The experiences are based on the
development and useof the Apros Paper Besides fibres and fillers there may be a number of

simulation platform (formdy known as APMS |2, other components fed into the suspension, such as

3. retention aids, starch, foaming agents, biocides or
dyes. Thes have no practical influence on the

Raw materials mass balance, but they may have a remarkable

effect on retention, dewatering, foaming, biological
activity, quality variables, etc. It depends on the
simulation accuracy and needs whether these are
carried in the flow network as independent
components. Many times lack of quantitative
information on their effects makes it useless to
incorporate them in the simulation.

The main papermaking raw material, fibres retain
very nonuniform characteristics. Fibres are
transported and processed together with water,
typically in consistency range from 0.5 to 4 %. A
significant amount of mis present in many parts
of the process, though this is usually neglected in
simulations. Fibres have a wide distribution of
different lengths and shapes, greatly depending on

the wood species, and the way of pulping, e.g., aten

chemical or thermonechanical pulping or re

cycling. The following two approaches have been

used to describe the fibrous components carried in Method 1 Method 2
simulated flows: i Frad Frac| Frac-

» Fibres with similar pulping history (e.g. TMP) pup | MP | Filler| Fineption tion f tion f Filler

form a component

» Fibres with specific dimensions (e.g. fibre
lengths betweenl.0 and 2.0 mm) form a
component.

Figure 1: lllustration of two typical approaches
used to define the solids in stock suspension.

Flow and mixing

Figure 1 illustrates these two methods. The first

method makes it easy to define the boundary Besides describing the components in fibre
values needed for the simulation, thus fibres from suspension for simulation, a relevant question is
each source are defined as a new component andhow to calculate flows in pipes, valves, etc. The
the mass fraction is obtaineffom standard  rheology of stock suspension is greatly different to
consistency measurements. Broke is naturally a water. Besides the velocity and pipe diametiee,
mixture of these “new fibres”. The second method pressure drop over a certain length of a pipe
is based on the physical properties of fibres and depends on, e.g., consistency, pulp type,
gives better basement to develop detailed, temperature, freeness, pipe roughness, fibre
mechanistic based unit operation models. But, on length/thickness ratio, filler content and air
the other hand, it is not straightforward to define content. Figure 2 shows a typical example of a
the composition of the model boundaries, nor get Stock velocity- pressuredrop curve. The dip in the
data for validating the simulation results. An friction loss curve is an especially interesting
example of this approach was presented by Yli feature of fibre suspensions. In plant design,
Fossiet al. [4]. They divided the stock into six ~ correlations and design rules (e.g. [5] have been
components (wate fines, short fibres, long fibres, used to determine piping dimensions. No easy,
and two filler types) and searched the model generally accepted, unambiguous waycalculate
parameters based on large measured data. It ispressure drop velocity behaviour for different
more common to simplify the method 2 further and pulp types exists so far. However, in most
divide the stock to water, fibre, fines and filler. simulation studies in paper making, it is adequate
Furthermore, in many reped simulation cases, 0 calculate the stock flow using pure water

the suspension is simplified to consist of water, properties. In addition, the question of accurate
fibre and filler. friction losses is often irrelevant in paper making

Proceedings of SIMS 2004 60 WWW.SCansims.org
Copenhagen, Denmark, September 23-24, 2004



Proceedings of SIMS 2004
Copenhagen, Denmark, September 23-24, 2004

SIMS 45

simulation, thus most of the simulators do not
provide a rigorous pressufiew network solver,
but use a modular sequential flow solver. Some
simulation tasks require pressil@wv solution, for
other taskstionly slows down unnecessarily the
model buildup and simulation. Thus, the
simulation platform should offer accuracy locally
where it is needed.

r prlent

Figure 2: Pressure drop curves for unbleached sul
phate pulp (4 consistency levels) and for water [6].

Another flow related issue is how the delay and
mixing of stock in pipes should be handled. The
common approach is to use ideal mixing in tanks

proportioned and mixed carefully to form the best

furnish for the desired product.

SIMULATION: TRACER IN MACHINE CHEST OUTLET-> HEADBOXES

S

N R -

AT

Time (5]

Figure 3: Measured [7] and simulated tracer
experiment in a-ply board machine.

In practice, the degree of mixing is often
insufficient, leading to disturbances in paper
quality. Lack of fundamental knowledge prevents

and plug flow in pipes. In most cases good results Simulation developers to incorporate models for
are obtained by combining these two basic types, different types of nondeal mixing.

as illustratedin Figure 3. The picture on the left
side is measured in apBy paper board process [7].
The tracer was fed into the thick stock lines just

Screening

after the machine chests, and measured in head
boxes. The upper picture presents the cerres Screens and centrifugal cleaners are used to

ponding simulation withApros Paper. The pipe
lengths were estimated at the mill and the delay
calculation is based on plug flow with a small
percentage of mixing involved. The wire pits are
modelled with two ideal mixers in series. In this
simulation the flows are solved witimsiltaneous
pressurdlow network solver.

The paper production process has plenty of
dilution steps, i.e. the stock consistency is
controlled to a lower value with low consistency
process water. Different fibrous raw materials,
mineral based fillers andhemical additives are

61

remove unwanted parts, e.g. shiviesn the raw
material in short circulation. Particles in the feed
flow are divided into two or more streams based on
differences in physical properties such as fibre
length, width and coarseness. In addition to
removing bad particles out of the main stnea
they also perform fractionation. In short circulation
we see this as reject thickening. The big
opportunity, however, is to improve the raw
material usage with fractionation, by directing each
fraction to the purpose it is best for. To be able to
optimize the fractionation, one must understand the
underlying mechanisms thoroughly. The last ten
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years many research groups have studied screeningcomplex. The important phenomena, retention and

in laboratory or pilot scale producing valuable
information for modelling. The wide distribution
of physical proprties of fibres and the numerous
operational parameters of the equipment and
process make the modelling task very challenging.
A recent review on the progress in the field can be
found in [8]. Today, screening is not an operation
that can be predicted agately at a mill. The basic
challenge for using the models developed is that
they are equipment specific and stock specific. At
mill sites, the measurements for validation are
missing too. The situation is not much better, even
if we were satisfied withmodelling reject
thickening only. Namely, the need to include fibre
length distribution in simulation (being laborious
to validate in full scale simulation) seems to be
essential for realistic thickening calculation [9].
This is no surprise, because thicikgn is a
consequence of fractionation. Accordingly, model
builders often end up with a solution of fixed
splitting coefficients. In most short circulation
simulation studies fractionation is not a key point,
so a simple screen or a centrifugal cleaner rhode
does not ruin results, for instance the dynamics of
head box consistency.

Forming

Head box spreads the stock flow from the approach
pipe to the whole width of the machine: the fibre
mat is formed. The material flow is abruptly
changed from a hydraulftow to continuous sheet
that must be controlled to have uniform properties
at the reel. Besides the “trivial” requirement to
cover the sheet machine direction (MD) in
simulation, decisions whether, and how to simulate
the sheet thickness and cross dicect{(CD) as
well, become relevant.

The forming section is a key operation in paper
making. However, attempts to describe behaviour
of the fibre mat on the wire mathematically have

not been very successful, at least they are not ggel

utilized in fulkscope dynaio simulators. The

drainage, are affected by wet end chemistry as
well. The detailled models developed are very
much machine, even paper grade specific. Also
condition of the equipment (e.g. wire fabrics) is
significant. It is difficult to apply even simple
models in a production machine, because there are
hardly any orline measurements available in the
forming section. For these reasons, fixed retention
coefficients and water removal are widely used in
simulation studies.

Sheet thickness and cross
direction

Detailed modelling and simulation of paper sheet
in three dinensions throughout the whole paper
machine, is a great challenge. Needs to cover all
three dimensions exist. Sheet thickness is
important when one aims at detailed dewatering
models in wire, press and drying parts. Quality
variables are measured and colidtb in paper
cross direction (CD), thus an extensive simulator
should offer all the manipulated variables in CD
and produce realistic responses to be measured by
the simulated scanner.

Modelling of paper sheet thickness direction
phenomena has been mostccessful in wet
pressing and drying area. Many of such models can
be found in literature, see e.g. reports by Kathja
al. [10] in wet pressing and Sidwadt al. [11] in
paper drying. These models solve mass and heat
transportation in, out and insidee sheet. Usually
such detailed models are stationary, and the scope
of the simulation is limited to single unit operation.
Dynamic, full scope simulators require lighter
solutions in unit operation modelling. The reasons
are very practical such as limitéime to configure

a single piece of equipment and the general
requirement for redime or faster simulation
speed. For these reasons Apros Paper uses simple
wet pressing models (like Decreasing permeability
[12]) and single point sheet model
(homageneous sheet in thickness direction) in the

material and fast moving wire or twinire make
the hydrodynamics at the forming section very
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calculation has been developed to take into account
the uneven temperature and moisture. Example of
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a drying section profile, simulated and measured, shows a sample experiment with the simulator.

is presented ifrigure 4. Dilution valve opening profile and a corresponding
scanner measurement profile of basis weight are
- e LIS presented. After the situation in the left side

175
165

w

4 TEMP PAP BOT (mea) 4 TEMP PAP TOP (mea) <--2--MOI PAP (sim)

picture, some of the dilution valve positions were
manually altered. After some tens of seconds of
simulation (the MD delay from the head box to the
scanner), the right hand pictures were captured.
The arbitrary changes made in the valve positions
and the coesponding effects in basis weight
profile can be clearly seen.
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drying section of a board machine.

Only a few reports on modelling and simulation of |
machine CD have been presented and the "
simulation scope has been very limited. Probably S == = —a—-
the only full scale agication has been presented Figure 5: Simulated CD profiles of basis weight.
by Nissinenret al. [13] who reported modelling and

simulation of web forming process with dilution

head box. The simulator provides a single tool to Chemical state
study paper machine MD and CD variables
simultaneously. A grade change example Traditionally in dynamic simulation of paper

presented in the paper. This simulator (Metso’s in  making, chemical phenomena have not been
house extension in the Apros Paper simulation included. Research in thielél is active, and this
environment) has been used and further developed limitation is gradually being removed. However, to
actively. create a general model of chemical state in paper
process is practically impossible. Special models
In the simulator presented in [13] the full sheet CD have to be made for different purposes, e.g.
model was limited in the forming sectio@nly the Koukkari et al. [14] have modellecchemistry of a
sample that was calculated to be seen by the neutral paper machine short circulation. This
traversing measurement head was stored andmodel is valid under certain constraints (when

delayed. At that time Nissinest al. wrote “it is certain components are involved in the wet end
evident that the full profile information cannot be  system).

held in the simulator’'s memory resident database.”

Today the simulator does exactly this, provides the Many calculations of chemistry are done as steady
CD information of the entire sheet width on the state calculation: kinetics is neglecteth real
whole MD Iength, and still runs faster than teal paper processes the reactions does not a|WayS
time. This approach gives a great framework to reach the balance. One option is to calculate
build an extensive paper machine simulator with reactions in single phase as steady state reactions
detailed submodels of forming, wet pressing, and add kinetics between the phases. Ylén [15]

drying, finishing, etc. both in MD and CD. The  employed this approach when estimating the pH in
simulator enables studies on operations such asshort grculation slurries.

machine speed changes or changes in the speed
differences between drive groups. The simulator is A general problem in modelling chemical state of a

linked with the metsoDNA controbystem and  paper making process is that the relatediran
used in testing novel control strategies. Figure 5 measurements can only capture a faint projection
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of the entire chemical state of the system.
Measurements- such as pH and condudty —
depend on all the chemical and physical
components in the system and there are an infinite
number of component combinations, which
produce the same measured value. Once this fact is
recognized, it becomes obvious that the process
can not be operatedptimally based on only the
available measured values. For example, the same
measured situation in plartsay pH- reacts very
differently to chemical additions on different
occasions even though initially all measured values
are the same.

There are sigificant problems with offine
measurements as well. The chemical and physical
phenomena never reach equilibrium in practical
situations due to the different time constants
varying from nanoseconds to several days and
even years. When a sample is takesm the
plant, it will continue its pursue of equilibrium and
when the analysis is finally performed the
measured offine values do not correspond to the
real situation in the plant. Furthermore, the sample
changes due to external conditions (tempersture
pressures, interaction with surrounding air, etc) and
if the situation at the plant changes rapidly the
sample taken represents only one situation at one
particular time instant.

These issues make realistic simulations of
chemical state a challenge. fact, the same
problem (that ofline measurements offer only a
limited projection of the actual state of the process)
apply to many basic measurements in pulp and
paper processes, for example freeness, kappa
number and even consistency. If modelling is
based on this kind of limited information, accuracy
of the simulation (e.g. in eline prediction) can as
well vary quite remarkably depending on the
operational state. Probably the best understanding
of the state of the system (in addition to developing
beter orline measurements) could be reached by
combining all available ofine and offline
measurements to modelling and simulation
structures in a Kalman filter type approach. This
estimation/measurement system could evaluate the
states which could noelmeasured directly.

there are an
combinations, which produces the same Freeness

Quality

Paper quality variables can be divided in two

different categories:
A. Quality variables, which are based on clear

physical properties of paper, e.g. grammage,
moisture or density.

Quality variables, which can not be defined
usng physical properties, e.g. freeness or
formation.

Quality variables in the category A can be defined
using first principle models. These variables are
unambiguous. For example the study by Lappa
lainen et al. [16] showed accurate results for

grammage ahmoisture of paper.

The variables in the category B are, however,

much more difficult to estimate. It is known that
infinite  number of component

number. Many of the quality measurements used in
paper industry are not unambiguous. A lot of

sophisticated measurement methods are developed
e.g. for tensile strength. Strength of fibres and

bonds can be measured. However, the quality
measurement used in industry is still tensile index.

Statistical mdels can be developed to predict
paper quality variables, though in many cases only
in qualitative level. To use such a model, one must
involve the effects of process delays in the
prediction. Two approaches have been presented:
1. Quality parameters of stocknd paper are
modelled and calculated after every unit
operation. Jones and Nguyen [17] have used
this methodology.
Quality parameters are not modified after
every unit operation. Instead, the operation
/control variables of the unit operation (e.g.
refining energy) are placed into the stream.
The paper quality variables are calculated later
using these variables and the statistical models
developed based on process measurements.
Kangas [18] proposed this idea of modelling
paper quality using fibrprocesimg history.

Figure 6 presents a simulation in which refining

energy is elevated. Refining energy is put into
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stream and transported with material. The elevated to for instance nuclear industry. Secondly, paper
refining energy comes first to the machine chest. making isfull of processes where first principles
Later, the same effect can be seen in thehine models and accurate predictions are still far away
screen, in the head box and finally at the reel. in the future. Pure water in power processes is
much easier to simulate than fibre suspension.
Better online measurements would help here. The
e e key difficulty is hat the raw material is very non

: uniform. The orline measurements can offer only
e a limited projection of the actual state of the
. gL process. It is extremely difficult to get general
: A knowledge for needs of dynamic models from a
4 paper mill. In the future, CFBimulation may give

/ ; a boost to model development of {fsdope
dynamic simulation. Today, CFD simulation with
detailed 3D models of papermaking equipment has
limitations on e.g. fibre characterization and it still
needs a lot of computing power. Howeveg idea
of making reliable experiments with a CFD model,
— - —-Z——D—’O for instance on fractionation in pressure screens or

refier  mixing  machine  wirepit screen headbox reel centrifugal cleaners, is very attractive. Recently,

chest chest

Figure 6: Fibre processing history is transported ~Many interesting reports in the CFD simulation
with stream and used at reel to calculate a paper &réna have been published; see e.g. [19] dd [2

quality variable.

Despite of all the difficulties mentioned in this

In this experiment, the value of refining energy (as Paper, the interest and use of simulation is
an example of an iterin fibre-processing history) ~ increasing in paper industry more rapidly than the
is transported through the whole process. At reel industrial average [21]. One reason is the
there is a statistic model which calculates the effect Unguestionable benefit that dynamic simulation

of elevated refining energy to tensile strength of offers, evenif we could not predict exact
paper. This model can include other parameters Pe€haviour of every piece of equipment, namely the

affecting the tensile mingth as well: fiore ~ Possibility to see and study the papermaking
orientation, draws, chemical dosage, etc.. Using Process as a whole [22]. Process and controls form
this novel idea of fibr@rocessing history the  together a complex integrated system with many
quality properties of paper are estimated when Interactions and Felrculatlon_s.The tlme_ span of

needed, not everywhere in process network. The the process phenomena varies from milliseconds to
approach suits well also for statistical atity hours. Recently, the papermaking process is
models which are based on combining sampled Undergoing a significant change. Machines are

quality measurements with process measurements 9€tting either very large or compact and agile.
from mill control/information system. Production and quality margins are getting smaller
and smaller. Modern mills search continuously for

improvements through advanced process control.
Automation takes a more important role.
Consequently, it becomes more difficult for new
] ] ] ) operators to understand the production system
Computatlonal smulatlon of paper_maklng_, both deeply enough, for exaneplo act correctly in new,
static and dynamic, has been studied andi@bpl exceptional situation. Training and supporting
since the 70's, though papermakers have not been gimy|ators can provide help here. In this scope, it
in the leading group to utilize simulation in  yeg)ly seems that a simulator meeting the various

industry. There is no external force (safety, gdemands one by one is needed.
legislation, etc.) for using simulation as compared

Discussion and conclusions
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machine simulator, Proceedings of the

Contradictory to the proposed trend of iragiag Scandinavian Paper Symposium, Helsinki
simulation activity is the fact that engineering staff 2002, 6 p.

at mill sites has been reduced. It is hard to find

time and suitable people to get familiar with [5] TAPPI. Generalized method for determining

simulation tools. The diffusion of simulation the pipe friction pressure loss of flowing pulp
technology to the mills takes mostly place via suspensions, TAPPI Technical Information
engireering universities, and equipment and Sheets, TIS 408, TAPPI Press Atlanta
automation suppliers. Dynamic simulation in 1981, 5 p.

education should be increased, not only because it

is one of the key technologies in the future, but [6] Moller, K., Norman, B. Calming lengths in
because by using simulation examples and pulp suspension flow. Svensk papperstidning
exercises the often theoreticaaterial of process 1975;78(16):582587.

and control technology is made more intuitive and

interesting for students. [7] IndMeas.Internal measurement report. Stora
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with the tracer measurement.
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INTEGRATED MODELLING OF THE WELDING, MACHINING AND
HEAT TREATMENT PROCESSES
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ELSAM/Energy E2, Department of Manufacturing Engineering
Technical University of Denmark

Abstract

The sequence of the primary welding process and the following secondary processes machining
and heat treatment has been modelled to predict the residual conditions in a steam turbine valve.
The different process steps are coupled in order to transfer the residual conditions from preceding
processes to the ones following. The integrated model has been used to examine the rupture in the
weld zone between P91 and stellite. An accurate prediction of the stress level in the weld zone is
imperative for the assessment of the quality in the component and by that having a tool to minimize
the risk for breakdown and need for expensive maintenance. Both classical time independent and
time dependent plasticity models have been used to describe the different material behaviours
during the different process steps. The description of the materials is highly temperature dependent.
The welding process is modelled by adding material to the calculation domain while the machining
process is modelled by removing material from the calculation domain to redistribute the stress
fields. An in house iso-parametric FEM-code is used for the implementation of the material models
and the discretization of the appropriate addition and removal of material. The return mapping
algorithm is used for the time discretization of the time independent plasticity model and a Norton’s
power law model is used for the time dependent model. Results from the numerical calculations are
presented and different combinations of process parameters and material data are examined.

Keywords:Integrated modelling, Plasticity, Creep, FEM, High pressure steam valve

Nomenclature Q  Activation energy f5]
R  Gas constantf]

oij Stress tensor [MP3] T Temperature’]

uj  Displacement fields [m]

. ; kg
gj Total strain tensor [-] p  Density [5] _
e Elastic strain tensor [-] cp  specific heat capacityf|

k  Thermal conductivity §%]
oy Yield stress [MPa]

E  Young’'s modulus [MPa]
v Poission’s ratio [-]

e?'  Plastic strain tensor [-]
e®" Creep strain tensor [-]
" Thermal strain [-]
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Introduction be evaluated.

A maintenance inspection of a high pressure regu-The results are evaluated by monitoring the develop-
larizing valve in the turbine section of the Danish ment of the different fields in several nodes selected
power plant "Skaerbaek 3" exposed a critical and to- in the cross section of the valve. These nodes are
tal breakdown of a stellite layer welded on a P91 located in a quasi stationary part of the structure that
base material. A crack in the interface zone betweenmore or less represents the overall load conditions in
the two materials was fully developed and the entire the weld zone.

layer of coated stellite material could be removed The enmeshment of the structure is done entirely by
with light tools, see figure 2. The breakdown is of 8 node brick elements with 8 Gauss points for the
course critical since the unit must be stopped dur- numerical integration. To speed-up calculation time
ing repair and the number of similar units makes it only one fourth of the structure is modelled. This
critical to get a good damage assessment to underis of course obtained by setting appropriate bound-
stand the nature of the breakdown. In this part of ary conditions in the symmetry planes, i.e. adiabatic
the damage assessment the focus is put on the marpoundary conditions for the thermal calculation and
ufacturing stages, i.e. the initial welding of stellite perpendicular constrains for the mechanical calcula-
on the P91 material, the machining of the top layer tion. The rest of the boundary conditions are gener-
weld-material and the subsequent heat treatment otilly free for the mechanical part and modelled by a
the entire valve. To analyse the influence of these convective boundary condition in terms of an equiv-
processes, an in-house FEM code has been furthealent heat transfer coefficient for the thermal part.
developed and used to model the thermomechanicalor the weld simulation the constitutive model is
history of the material. To get useful results from the based on a classical time independ&nincremen-
numerical analysis, it is imperative to couple the re- ta| theory with a temperature dependent yield sur-
sults from the different process stages in order to ac-face. For this part of the analysis the temperature
cumulate the full load hiStOfy of the material. There- dependency of the y|e|d stress is considered to be the
fore, the residual conditions from the welding and fjrst order effect. During the heat treatment process
machining process are used as initial conditions for the time effects are considered by using a power law
the subsequent heat treatment analysis. The residuadreep model. The temperature dependency of the
conditions from this calculation will be used for an strain rate is described by an Arrhenius expression
in-service calculation later on. to model creep at elevated temperatures. The imple-
The chain of processes and necessary coupling in thenentation of both models are based on a backward
numerical analysis can be illustrated by the follow- Euler time integration scheme to ensure a stable nu-

ing figure merical algorithm with sufficient accuracy. These
_ . implementations require Newton Raphson equilib-
[ Weuing | —- | Machining | — rium iterations to preserve global force equilibrium.

Figure 1: Process modelling stages

In the numerical model the first stage of welding is 1 N€OTY

modelled by adding material to the discrete model The numerical analysis is based on the finite element
in steps as the weld material is added in the physi-formulation to solve the thermo-mechanical prob-
cal system. During the machining process parts oflem. The two physical systems of heat balance and
this material are removed again from the calculation force equilibrium are described by the governing
domain and the stress redistribution is calculated. heat transfer equation and the equilibrium equations
Finally, the heat treatment process is modelled by for the thermal and the mechanical analysis respec-
increasing the temperature to a specified level andtively. Both systems of equations are shortly pre-
holding this temperature for a specified amount of sented. The considered constitutive models and the
time. During this time of elevated temperature the numerical implementation of these are presented,
stress relaxation due to creep is calculated and af4.e. rate dependent and rate independent plasticity
ter cooling to ambient temperature the quality of the and the time integration of these.

component and effects of manufacturing stages canHeat conduction is assumed governed by the Fourier
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law, Carslaw and Jaeger [1]. Together with the Lubliner [7] . Hence, the non-linear models are im-
source term from the process, the (transient) gov-plemented in the deviatoric system only, to fulfill the

erning equation for temperatures becomes requirement of incompressible behavior.
coT = (KTi) +C 1
where T is the temperature; is the density of the e — %8“ aj =& — 8¢

material;cp.is the specific heat; k is the heat conduc-

tivity; and Qv is the is the heat supplied externally For the welding simulation the material response is
into the body per unit volume from the welding pro- modelled by a classical time independent thermoe-
cess. lastoplastic material model in terms &fincremen-
The mechanical model is based on the solution of tal theory with a temperature dependent yield sur-
the three governing partial differential equations of face. The conditions during yielding are described
force equilibrium, Olhoff [2], Hattel [3] and [4]. In by the associated by flow rule also known as the

tensor notation, these are written as Prandtl-Reuss relation, Mendelson [8] and [9]
Gij,j+p;j=0 (2 "c‘iﬁ”:iSj )
where p; is the body force at any point within the where the plastic strain increment is a function of
volume andojj is the stress tensor. the load parametelr and the outwards norma;, to
the von Mises yield surface is given by the following
function

Constitutive models

The material behavior during the welding and heat f(o,e,T)=|o|—oy(ed,T) <0 (6)
treatment processes is indeed governed by the ther-

mal load and the temperature influence on materialt?lurlng yl_eldlng the ﬂ?_ld c;)ndmon |sﬂ(1anfotrced by
data and constitutive relations. For the higher tem- € consistency condlion fo ensure the stress con-

perature regions the considered materials generallyd't'ons in the material consist with the actual yield

behave non-linearly and plasticity and creep effectss'[rength of the material

must be considered to get an appropriate description

of the material response. Still the fundamental as- . | of . of | .y :
sumption of Hooke’s law forms the basis of the con- f(sj,e8.T)= TS_SJ' + e el + o7 T=0
stitutive relation by including non-linear strain con- J fe IT P @
tributions in the decomposition of the strain expres- The continuum stiffness tensor can be derived by us-

sion. ing the above information, se e.g. Tvergaard [6] and
The fundamental Hooke’s law and the decomposi- Thorborg [11]

tion of the strain tensor are given as, e.g. Weiner
and Boley [1]

af

. Ni; N, .
&ij = (Lﬁ-L.—BZu l k')ekl ®)

E
1+ 3—5

oij = Liju eﬁ' and g = sﬁ' +5k|eth+£|f|' +&7 Clearly, this time independent formulation does not

3) include time effects such as creep and the magni-

The thermal strain is in nature part of the elastic sys-tude of the plastic strain increment is given by the
tem and gives a contribution to the dilatatoric part of load parameteiA which is determined by the con-
the system which forms the compressible behaviorsistency condition only. This material description is
of the material, i.e. pressure and density changes.considered to be adequate for the welding simula-
For the implementation of non-linear material mod- tion where the first order effect is the yield strength
els it is convenient to split the stress and strain ten-of the material as a function of temperature. For the
sors in the deviatoric par; andeg;j, and the di- heat treatment simulation, however, time is an im-
latatoric partc ande, e.g. [5], Tvergaard [6] and portant parameter and creep effects are considered
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since creep strain rates can be relatively high at ele-
vated temperatures. Therefore, time is considered ngt”ria' — (nfl)sj +2u"Ae; (12)

and the creep strain rate is given by a power law
creep model where 21 is the shear modulus of the materiag;

the deviatoric strain increment aisg is the devia-
£ — gy0" (9)  toric stress. Noticedg; is IIound by the equilibrium
iterations, i.eAgj = qu(j)
The plastic strain increment is given by the well
known Prandtl-Reuss expression

which is used in the generalized expression for the
creep strain

. 3.
gl = Eecrsj (10)
: : Ay Jf S
For this type of flow rule the material actually flows Aslz' = — =Ay =Ayng (13)
I'ss [l dow I'ss |l

for all stress levels. But due to the temperature de-

pendent material data the creep strain rate is Veryyna; is the flow rule composed of a load increment

sensitive to the temperature level as well as the stressm, and a direction in terms of the unit normal vector
level. The reference strain rate is considered temper-nkI

ature dependent and given by an Arrhenius expres-
sion
Updating fields The solution strategy described
fo— A-ex{——) (11) a_lbove_leads to the following update of the involved
RT fields in a typical structure of a numerical code go-
whereQ is the internal energy the gas constang ing from one time level to the neft,_1,t,].
is a constant and the absolute temperature.

Q

”ei‘j)l = (nfl)si'[j)l + Ay

Numerical implementation negbl — (n-1)gpl | \/gAy (14)
To ensure a numerically stable and fast algorithm "sj = "gf@ — 2uAy™n;

the constitutive models are implemented by using a
backward Euler time discretization, Kleiber [14] and
Sivakumar and Voyiadijis [15]. This is obtained by
using the well established return mapping algorithm
to enforce the yield condition on implicit time level
and by that fulfilling both the fundamental equilib-
rium condition and the constitutive yield condition
on new time level. The return mapping algorithm is
scaling the deviatoric stresses to lower an elastic trial 5 '
stress to a stress state that fulfills the yield condition g(Ay) = —\/;Gy(”sph”T)Jr " éj”a' | —2uly=0
Simo and Hughes [10]. Generally this algorithm (15)
solves a strain driven problem by assuming elastic Thjs equation is generally non-linear and needs to

conditions initially and applying plastic relaxation pe solved by an iterative solver.
if required. To establish the numerical algorithm,

Newton Raphson iterations are used to obtain the
global equilibrium, and to optimize the convergence

a line search is performed after solving the systemThe consistent stifiness tensor is derived by lineariz-

To calculate the size of the load parameter, the yield
condition is enforced on the new time levek t,,
which can be considered as a discretized application
of the consistency condition in a back-ward Euler
implementation of the yield condition. This leads to
the following scalar equation to determine the load
parameter.

The Consistent Stiffness Tensor

to minimize the force residual Belytschko [13]. ing the general stress strain expression considering
plasticity
The Radial Return Mapping Algorithm  The de-
viatoric trial stress level is calculated according to "oij = k8 ("emm) + 21 ("e; — AY"n;j) (16)
the standard elastic relation between the deviatoric
stress and the deviatoric strain. wherex = ﬁ
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Differentiating the general expression, (16), yields Which can be rewritten to the following transcen-
the following relation for the stress increment dental equation used to solve for the effective stress
o"n: on new time level.

|J> ndgkl

a7) f(tHg) =t <1+ SuAtéot+Ath> gt

The two partial derivatives can be derived by apply- (22)
ing the chain rule and solving for the derivatives.

More detailed presentation of these derivations canCoupled process modelling

be found in Simo and Hughes [10] and Thorborg
[11]. However, using the results from these deriva-
tions and inserting these in the ’original’ algorith-
mic expression for the stress increment, (17) yield
the consistent stiffness matrix used in the numerical
code.

dAy
n .. (.., N _ Np..
dG” =GCiju deg —2u ( Nij e + Ay e

Generally the numerical code is based on a semi-
coupled analysis where thermal results are used as
input to the mechanical solver. No coupling is done
from the mechanical results to the thermal solver.
To model the effects of the different process-steps
during the manufacturing stages of the product, the
. _ | niMa L 2uby entire history of the material is modelled and re-
doij = | Gijn — 2 (1 ) T sl sults from the welding simulation and subsequent
# machining process are used to initialize the heat
treatment calculation. To transfer residual condi-
[2 (8 8y + BB ) — 58 8 — "y "] dey tions from one process step to the other all fields are
evaluated in the Gauss points, the nodes and the el-
ements are stored and restored continuously. This
process is rather straightforward since the mesh is
the same during the process stages.

(18)

The effective stress function for creep

Similar to the return mapping algorithm for time

independent plasticity the evaluation of the creep

strain rate is done by a backward Euler time dis- HP valve and material data

cretization. This evaluation is also based on a strainThe enmeshment of the high pressure valve is shown
driven problem where an initial elastic trial stress in figure 3 and the dimensions of the valve are listed
state is relaxed in the deviatoric system by the creepin the table below.

strain. The creep strain rate is given by the assumed
power law behavior and to ensure numerical stability
the reference stress in this expression is evaluated ol
implicit time level. To evaluate the stress conditions
on new time level the effective stress function is im-
plemented, Bathe [12]. This function resembles the
scalar expression, (15) used to determine the loac
parameter for time independent plasticity.

The function can be derived in the following steps,
based on the decomposition of the deviatoric strain
tensor

HALS; ”Atst —2u (D€ (19) Figure 2: Stellite layer in HP valve
Insertion of the creep strain rate ylelds Measure Dimension
tHitg, t+At§ 2# Atg tHAL “t+At3 (20) Inner diameter - before welding  300mm
Inner diameter - after welding 294mm
Collecting terms and taklng the inner product Outer diameter 370mm
. m 2 . . Length of valve - welded zone 250mm
s A (1+3“At80t+m0 ) :Hmémeéi Total length of valve 425mm
(21)
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Figure 3: Geometry with nodes in the cross section
and weld material modelling

Welding

Process description

The needed material data for the thermO'mEChanicaIThe stellite |ayer is welded on the P91 base mate-

analysis is a full set of temperature dependent prop-rial by a PTA-process. PTA typically uses up to
erties. The heat CondUCtiVity is in the range of 26- 400A p|asma current and the heat of the p|asma is
304 for P91 and 29-3¢ for stellite. Poisson's  mainly used to heat the powder which has very low
ration is 0.3 at ambient temperature and increased t%eat transfer properties_ Hence Compared to aTIG
0.45 below the solidus temperature. The rest of thewe|ding process PTA deposition rate is some 8 times
properties are presented in charts below. higher and the dilution with the base metal only half.
Additionally the oscillation of a PTA torch during
welding spreads the heat over a larger cross sec-

Heat Capacity and Density tional area. By comparison with an automatic TIG
process for deposition of stellite, PTA is a very low
\ f heat input process while still giving a significantly
higher deposition rate. Before the welding process
\ is started the base material is preheated to@80

7600 §
H

In the FE-code the adding of weld material is mod-
elled by activating elements in the weld zone as
the torch passes. These elements are preheated to
2000C and during the time it takes the torch to pass

a point in the material, heat is generated by a source
term in the just activated elements. The amount of
generated heat inside these elements is calculated
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from the total heat input minus the heat input from weld material is added. At this time the base mate-
the preheating of the material. rial is heated and generally the stress conditions are
To simplify the discretization of the welding process compressive due to thermal expansion. In the weld
the moving heat source is modelled by adding full material, however, reaction and thermal contraction
rings of weld material, i.e. the heat source is not causes the stresses to be tensile. Due to this transient
moved in the direction of the circumference but only history, plastic yielding and thermal contraction in

in steps in the direction of the cylinder direction, see the weld material the residual conditions in the weld
figure 3. The time in between each ring is added is zone is generally tensile.

equal to the time it takes the torch for one revolution

and the time the source term is switched on is equal Welding oneyinlr - Consicering Austonte

to the time it takes the torch to pass a generic point  oremen 3734 and Tme 3460000

in the weld zone. e
The process parameters used for these calculations

are listed in the reference, Thorborg [16].

ﬁ
H

CDEENNEEREEO0O &
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Austenite Forming and Martensite Transfor-
mation

In this simulation the austenite forming is consid-
ered, i.e. the P91 material is assumed to be fully
transformed to austenite in the regions where the
temperature exceeds 980during the welding pro-
cess. This transformation changes the behavior of
the thermal expansion coefficient in order to de-
scribe the transformation during austenite forming
and the later martensite forming during cooling, see Figure 4: Temperature plot, 20s after a new weld

the thermal strain chart for illustration. material ring is added
Machining

H H Weldi linder - C idering Al i
After the welding process and the cooling down of elding on cylinder - Considaring Austenits

the valve the outer layer of weld material is removed
by the machining process at 25000s. The removal of
material, however, has only little effect on the stress
distribution and is hardly visible in the curves. The
fields monitored in the outermost node, 14029, goes
to zero indicating that the node is removed. It should
be noticed that reaction forces from tools in the ma-
chining process are not modelled, i.e. the effect from
machining is mainly a redistribution of stress due to
an area reduction in the cross section.

Welding Simulation - Results

Doing a full damage analysis requires a full set of

results and comments on these. However, this is nOIFigure 5: G plot, 20s after a new weld material
within the scope of the present paper. Therefore onlyring is added '

two contour plots of the temperature and thigy
stress component are shown for 20s after a ring of
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Heat treatment residual values to have the full history of the loading

. _conditions in the material.
The heat treatment process is modelled by applyinggiy re 6 shows the von Mises stress distribution in
time dependent thermal boundary conditions, i.€. e selected nodes, indicating the stress relaxation in
increasing the ambient temperature during heating.ine pg1 material. Figure 7 gives thgy stress distri-
fixing the boundary temperature during the Speci- y, yion through the cross section, at initial tempera-

fied holding time and finally decreasing the bound- y e \yhen 700C is reached, when cooling is started

ary temperature to room temperature atthe end. 54 \yhen ambient temperature is reached again, re-
The heat treatment process is specified to have &pectively.

holding time of 4 hours. The heating and cooling
rates are specified at approx. 26(er hour. _Mises

Norton’s power law - /
The creep behavior during the heat treatment pro- B —n, S
cess is described by Norton’s power law. The gen- ;. Nw«f’ww‘

eral expression of Norton’s power law is \EW

f—AG" exp<;$> (23)

15000 20000, 25000 0o 35000 40000 45000 50000
573 . 5566 —a- 5545 =~ 13957

whereR = 8.314- 1(T3m'§)J|K. The Arrhenius expres-
sion governs the creep sensitivity to temperature.
In the heat treatment calculation three different
zones/materials are considered. The first material = sex
is the weld material or stellite material, the second
material is the original untransformed P91 base ma-
terial and finally the third material is the martensite
transformed material

Material A n| QX
Stellite 8.2-1C° | 12.95] 750
Untransformed P91 3.73- 1016 69| 677
Transformed P91 | 2.75-10'% | 4.6| 677

..........

Table 6: The material data describing the three dif-
ferent materials Figure 7: Theoge stress component

From this list of material data it is readily seen that
the stellite material is the most creep resistant ma-
terial even for elevated temperatures. The zone ofConclusion

untransformed P91 is the most creep sensitive ma-The thermal load on the system and the subsequent
terlgl while the transformed P91 is far more creep developed mechanical fields are highly governed by
resistent. These data are of course clearly seen ithe dynamic addition of weld material during the

the numerical results presented below. weld process. The two main reasons for the resid-
ual stress conditions in the material after the welding
Heat treatment - Results process are the difference in zero thermal strain for

the base material and the weld material and the plas-
The heat treatment simulation is based on the resid-ic yielding in the weld zone during the high temper-
ual conditions of the welding simulations and subse- ature peaks when hot weld material is added to the
guent machining, i.e. all fields are initialized to the system. During addition of hot filler material, the
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base material is heated and starts to yield in com-
pression and at the same time the stellite yields in
tension. But during cooling both materials contract

and at the residual conditions the stellite material has [4

a high thermal contraction. All together this gives
a residual condition of tensile stresses in the weld
zone. The machining process removes the top layer
of weld material. This geometrical change only re-
distributes the stresses slightly and the effect of this
process stage is negligible.

During the heat treatment process the thermal load
on the stellite material is decreased during reheat-
ing of the material. This is immediately seen in the
stress level locally in the stellite material. However,
the area of the weld material in the cross section is
small compared to the base material and the influ-
ence on the P91 material is small even around the
weld zone. During the stationary part of the tem-
perature history the untransformed part of the P91
material starts to creep and the stress level generally
relaxes in the P91 material. During this stationary
part of the process the stress level is almost constant
in the stellite material. During cooling the thermal
load is restored in the system and the stresses in-
crease again. But due to the relaxation in the P91

material the stress level in the stellite material actu- [11)

ally increases a little bit compared to the initial con-
ditions.

Generally, the welding process causes an inexpedi-
ent tensile stress distribution in the structure and the

subsequent heat treatment process does not improv@z]

the situation, to some extent it increases the stress
level in the stellite layer. In-service load calcula- [
tions must be performed to clearly assert the creep
behavior during service load conditions and evalu-
ate formation of critical crack zones.

[14]

References
[1] Carslaw HS., Jaeger JConduction of Heat in
Solids Oxford: Oxford Science Publications,
1959.

[2] Olhoff N. Noter til styrkelaere I Lyngby:
DTU Institut for Fastofmekanik, 1962.

[3] Hattel J.Control volume based finite difference
method — numerical modelling of thermome-

chanical conditions in casting and heat treat-

77

[5]

] Hattel J.,

ment Lyngby: DTU Dept. Manufact. Eng.,
1993.

Hansen PNA control volume
based finite difference method for solving
the equilibrium equations in terms of dis-
placementsApplied Mathematical Modelling,
1995;19(4):550-559.

Hill R. The mathematical theory of plasticity
Oxford: Clarendon press, 1950.

[6] Tvergaard VPIlasticity and creep in structural

[7]

(8]

9]

[10]

13]

[15]

[16]

materials Lyngby: DTU Department of Me-
chanical Engineering, 2001.

Lubliner J. Plasticity Theory The Macmillan
company, 1990.

Mendelson A Plasticity: Theory and applica-
tion. The Macmillan company, 1968.

Kachanov LM.Fundamentals of the theory of
plasticity. Mir publishers, 1974.

Simo JC. Computational inelasticity New
York: Springer Verlag, 1997.

Thorborg JConstitutive Modelling in Thermo-
mechanical Processes, Using The Control Vol-
ume Method on Staggered Grig/ngby: Dept.
Manufact. Eng., Techn. Univ. Denmark, 2001.

Bathe KJ Finite Element Proceduredlew Jer-
sey: Prentice-Hall, Inc., 1996.

Belytschko T., Liu WK. and Moran BNon-
linear Finite Elements for Continua and Struc-
tures New York: J. Wiley & Sons, 2000.

Kleiber M. Handbook of computational solid
mechanicsNew York: Springer Verlag, 1998.

Sivakumar MS., Voyiadjis GZA simple im-
plicit scheme for stress response computation
in plasticity modelsMadras, India: Springer
Verlag, 1997.

Thorborg J., Hald J., Hattel Btellite failure
on a P91 HP valve - failure investigation and
modelling of residual stressel1; Proceedings
of IIW Commission |IX, behaviour of metals
subjected to weling, Osaka, 2004.

WWW.SCansims.org



SIMS 45

Proceedings of SIMS 2004 78 WWW.SCansims.org
Copenhagen, Denmark, September 23-24, 2004



SIMS 45

Proceedings of SIMS 2004
Copenhagen, Denmark
September 23-24, 2004

SIMULATION OF CAPACITOR DISCHARGE STUD WELDING

Dietmar Weiss' and Thomas L auenroth
Y Technical University of Denmark
Department of Manufacturing Engineering and M anagement
2800 Lyngby
Denmark

Nomenclature

T

<CT o0 U~ 5SITTm>»

D>

area [

electric energy [J]
spring force [N]
enthalpy [J]
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discharge current [A]
normal vector

power [W]

heat flux [W]

heat [J]

heat flux density [W/ )

Temperature [°C]
time [s]

voltage [V]
volume [n]

thermal conductivity [W/(m K)]
density [kg/m]
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A mathematical model was developed for analyzing the energpdm®in initial-contact
mode of capacitor discharge stud welding.
experimentally the heat transfer in the fusion zone, measuretfielgalues are
combined with a simulation of the generation of heat and its liish. The model
takes the effects of latent heat and stud tip deformatimnaiccount. In the arc phase, it
simulates the melting of the mating faces and computes ti@kpbint in time before
the joining phase must start to avoid potential failure of dwet.j The model aids
optimizing of the process from an energetic point of view byvd&adn of optimal
discharge current profiles.

Due to the diffisultee determine

Keywords: Capacitor discharge stud welding, energy balance, dischargele profi
optimization

I ntroduction

Capacitor discharge stud welding (CDSW) is an
efficient arc process for welding of fasteners with
diameters of up to 10 mm on various kinds of
metals. Energy stored in the capacitor is
discharged directly trough stud and workpiece.
Thereby the mating faces of stud and plate are
molten by resistance and arc heating. The process
is widely used because of economic and quality-
related advantages [1]. The equipment is
inexpensive and the process can be applied to most
relevant combinations of ferrous or non-ferrous
metal. In Fig. 1 and 2, sketches of the set-up of
CDSW in initial-contact mode and of the process
phases

e ignition phase
e arc phase
* joining phase

are given.
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\,1,6_0241“__‘
thyristor *\ spring force
chuck |
stud
- Capacitor plate

Figure 1: Sketch of capacitor discharge stud

Figure 3: Lack of fusion due to partly melting of
mating faces of stud and plate

welding The primary problem in choosing process
parameters avoiding early exhaust of the capacitor
a b c d are the manufacturing tolerances of the studs. For
lFP JFF lFF lFF instance, the standard EN 13918 allows variation of
the tip diameter of M8 studs of 0.75 + 0.08mm.

The influence of such a variation of the stud tip
dimensions or of the roughness on both thermal
activation and subsequent arc phase is difficult to

‘ ‘ e S compensate by modifying process parameter sets

manually in a trial-and-error manner. Thus, further

Figure 2: Initial-contact mode: a) initial position, development of stud welding chucks requires the
b) ignition, c) arc phase, d) joining phase availability of real-time algorithms controlling the
conversion of electric energy to heat in the fusion

In comparison to other welding processes, the pla&ne. The performance of measurements needed for
will not be deformed or affected in strength byformulatlon and validation of such control models is
drilling of holes. Due to the short welding time, challenging due to the short-time character of the
shielding by an inert gas is unnecessary and tH¥OCESS. Electric process parameters and the sound
maximum temperature on the reverse plate side i§vel are uncomplicated to monitor. But, they only
relatively low. For instance, fasteners with aallow very limited conclusions regarding melting,
diameter of 6 mm can be welded on 1 mm mastigvaporation or spattering. Because of the significant
coated steel sheets without marking the coating dRfluence of these thermal effects on the success of
the reverse plate side. However, the explosive-likglectrode melting, their understanding is the key to
sound with a level of up to 140 dB and theoptimization of the process. However, the dynamics
difficulties to reproduce reliably an acceptable join0f CDSW and the high temperatures make it
quality are still critical issues. Figure 3 showspractical impossible to measure heat transfer related
exemplarily a typical defect where the energyeffects with a sufficient precision in the thln gap
remaining after the ignition phase was insufficientbetween stud and plate. Besides, observation of the
Consequently, the mating stud and plate faces weliguid region cannot be performed in the joining
only partially melted causing a lack of fusion. phase.

Therefore, the experimental work should be

Therefore, current research is focused Onsupported by numerical modeling of the generation

optimization of discharge profiles with the intention of heat and its dissipation. The scope of the
of 1) decreasing the sound level and 2) reducing thlnvestlgatlon is focused on minimizing the energy

capacitor size or increasing the operating time o eeded for ignition of the arc and melting of the
b 9 P 9 electrode faces. Several models of stud welding

portable chucks, respectively. have been developed [4,5,6], but they are not
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applicable to the arc phase of the initial-gap modeThe electric power is an arbitrary function of
considered here. For this mode, the thermaltimeP = f(t) which can be modified in order to
processes have only been simulated in the Ignltlonadjust the transient heat generation. The loss of
phz_;\se [7].Thereforea moqlel_ should be proposed mass by spattering as one of the factors
which allows ‘the prediction of temperature determining the thickness of the molten layer will

?lstrl[putlonfand of he?jt fluxes to plate an? StUdT?]Sbe a tuning parameter of the model. The governing
unction of measured process parameters. quations are formulated on the domain

simulation code takes the effects of evaporation,

deformation of the molten tip and movement of the Q=(z ) where z,;,and 7, denote the
stud into consideration. Results are the enthalpyaxial coordinates of the reverse side of the plate
necessary for melting and disintegration of the studand the stud end.

tip, the enthalpy required for melting of the

electrodes over the cross-sectional area of the joint a b c

and the critical point in time before the joining
phase should start in order to avoid potential u)
failure of the joint. k

min ! Zmax

Modeling

An example of the experimental data available is I(t)
given in Fig. 4. Discharge current and voltage
measured reflect conversion of electric power to
heat as an integral value defined over a domain
containing plate, stud and fusion zone. Due to the 7
space-independence of the input data, it seams to
be appropriate that a lumped model is stated based
on the following assumptions:

Figure 4: Voltage and discharge current versus
time in a) ignition, b) arc, c) joining phase

« transient one-dimensional heat transfer
problem in axial extension of the stud Ipah qV = Ia (-A) dA
A

+ plane and parallel electrode faces with an area Ot
less or equal the cross-sectional area of the
stud + J. Gy AV 1)
e constant density in all states, all other thermo- v
physical properties are temperature-dependent

e uniform distribution of heat flux on plate and G=-Agradl (2)
stud faces in radial direction - based on the Q
observation of a constant thickness of the heat 4, = — (3)
. . . . vol
affected zone in radial direction Viap
e consideration of the local displacement of . B
liquid at the arc spot by an increased mean Qnp(t) = U(t) 1(t) 4)

thermal conductivity of the molten metal in
axial direction V denotes the volume, the densityh the specific
* ratio of heat flux to workpiece and to stud gnihaipy t the temporal variableq the heat flux

equals one A -
density, N the outward pointing normalA the

* no heat generation in joinin hase because . .
~al ge . joining p area, g,,, the volume-specific source,the thermal
electric resistance is vanishing 0 )

« similar material combination conductivity, T the temperatureQ,  the net heat
input, /7 the thermal efficiencyl) the voltage and
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| the discharge current. The boundary conditionsactivated area of 50 mm2 and a heat flux density
on the boundaryd Q are of Dirichlet type and (,,0f 1.6 kw/mmz2. The pOSitiveQmelt allows

equal the initial temperaturdo = 20°C. The peating and partial melting of the electrodes. At this

transfer problem described by equations (1)-(4) is_ . L
discretized employing a cell-centered finite volume point, an f’;lmount of 160 kW of the genera(@iqp—
method. 200 kW is transferred to the colder electrode

.inpis characterized by a regions. Thus, the melting heat available is

In the ignition phase| K q idl ith
contact and a material resistance of the stud tip, se(g,gme't (t=0,7ms) = 40kW. It drops rapidly wit

[7] for details. In the arc phase, the heat availablef@lling discharge current and is zero before the end
for melting of stud and plate faces is the difference®f the melting phase at=1.4ms. Having an
between the electric power of the arc converted to@Psolute value of 90 kW, the flow in and out of the
heat and the heat transferred to the solid metal byProcess zone is in balance as indicated as point (a)

conduction and to the environment by radiation, N Fig. 5. The still decreasing melting heat becomes
convection and evaporation: negative before the transition to the joining phase.

At t=1.6 ms, a power of 45 kW is converted to

) ) ) heat, but 71 kW are transferred to the solid parts.

Quer(t) =P = Quut = Quoss (5) Consequently, the liquid layer cools down in spite

. the fact that a substantial amount of heat is still

Q. IS Mainly determined by discharge profile transferred to the fusion zone. The plot of the
and cooling conditions and subject of rapid COMPuted temperatures between 0.9 ms and =

temporal variations. The application of Equ. 5 1.6 ms over the axial coordinate in Fig. 6 confirms

allows to derive the desired information about the thiS- The result shows that the faces of plate and
. : . stud are fully activated dt= 0.87 ms and that the
thermal state of the fusion zoneQ . (t) is

mean thickness of the liquid layer on both sides is
calculated according to Equ. 2 based on the50 um. The velocity of the movement of the melting
gradient of the actual temperature field at thefront decreases with falling melting power at the
liquid-solid interfaces. end of the process, Fig. 5 and 6.

Even with negativeQ,.,, the melting of the

Results electrode faces continues slowly, but enthalpy and
the mean temperature of the liquid layer are

The simulation results reflect the thermal processed©PPINg. Thereby, the crystallization of the
in arc and joining phase as demonstrated in Fig. §iolten metal will start before reaching the point of
for a steel fastener M8, S235 with tip length= transition to thg joining phase. If the mass of the
0.82 mm, tip diameteD; = 0.83 mm, capacitg = mp_lten metal is re_duced to a value_ below the
66 mF, no-load voltagelc = 215 V, inductivityLx critical mass for joining, the risk of a failure of the

= 6 pH, contact resistan® = 9.5 nQ and spring operation is given. Therefore, the setting of the
force F’F - 130 N. The heat .flux available for Process parameters has to secure that the joining

" f the electrod Q _ ted as th phase ends before or at the point in time when
metling ot the electrode IS represented as the Q...= 0 as shown in Fig. 7a) for a medium

melt —
melt

difference betweerQ,,,and Q.. At the begin of iqyctivity corresponding to a moderate profile of
melting, the arc effect is limited to the small crossthe discharge current. For smaller inductivities,
sectional area of the stud tip with a radiusDaf  mechanical limits of the process cause the risky

The net heat generation ‘@mp between 100 and transition to joining after reaching),_..= 0, Fig.

melt —
150 kW is relatively high and causes an initial heat’b). Positioning of a transition point after the

flux density g, greater than 100 kw/mmz. The Process end is theoretically possible when using
_ . ) very high inductivities in combination with high
reduction of Q,by heat conductioncan be pg-0ad voltages, Fig. 7c).

neglectedbecause of the small cross-sectional area

of the tip. The area of arc activity is increasing untilThe quality criterion corresponding to a discharge
a net heat input of 80 Ws is deposited in the fusioprofile according to Fig. 7a) ensures that a
zone after 0.7 ms which corresponds to a thermallpnaximum mass of molten metal with high
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Figure 6: Axial temperature distribution versus time in arc phase
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enthalpy is available. For example, for a mild steel crystallization starts and the two crystallization
M8 stud it is fulfilled if the maximum inductivity  fronts join at the center of the process zone. The
is 10uH and the arc phase is shorter than 2 ms cantheoretical crystallization time is 2.3 ms (Fig. 9a),
be guaranteed with a spring force of the time drops to 0.62 ms if a realistic mass loss by
80 N. With the transition to the joining phase, the spattering of 50% is assumed (Fig. 9b). The
net heat inputQ_ vanishes. In the example Simulation results show that the enthalpy brought
. into fusion zone and base metal can be reduced by
considered, Q,,dominates the process if modification of the discharge profile. This is
t>1.6 ms, Fig. 8. Starting with around 70 kw, advantageous when manufacturing thin coated

Q,,. drops with falling temperature difference sheets or panels. Further development should

. allow manufacturing even thinner sheets which
between molten layer and electrodes. The cooImgWiII reduce costs essentially and make CDSW

of the liquid acceler_ates and its mean temperature, oo o tive.
drops. If the melting temperature is reached,

inp
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Conclusions [5]

The problem of energy conversion and heat
dissipation in the ignition and arc phase of
capacitor discharge stud welding is simplified as

a one-dimensional heat transfer problem. The
effects of evaporation and convective transfer are [6]
considered by modified heat sources and
effective material properties. Measurements of
current and voltage with a high resolution in time

have been combined with the analysis of the
energy balance over the gap region between stud
and workpiece. The resulting model allows
finding optimal transition points from arc to
joining phase and the energy necessary for
sufficient melting of the electrode faces before [7]
joining. The method is applicable to different
material combinations and stud dimensions.
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Conditionsfor Intelligent Process Diagnostics and Optimization in the

Future.

Erik Dahlquist and Janice Dhak, Malardalen Universisteras,Sweden

ABSTRACT

In the paper the conditions for bringing the research to practical use in process industry is
discussed. A tight cooperation with the ugengrocess industrjs needed. Uncertaintiesdan
strategies to handle these have to be addrdssegration of diagnostics, optimization and

decision supporystemss needed.

1. INTRODUCTION

Two thousandyears ago a Greek scientist
and philosopher claimed that “we now know
everything, and we can skip further research
activities”. A hundred years ago the
president for the US patent office claith
“all possible inventions arelone, and we
can now close thpatent office”. Today we
sometimes feel we have already developed
all tools necessary for process monitoring
and optimization, but as very few are in real
usage at mills, we can be sure there is much
more to be done.

The emphasis thus will have to be to
develop functions that can bring the
applications into productive use. We need
robustness and integration between different
tools. If we cannot rely on the process
signals we can not rely on the control, and
automated optimization will be irrelevant.

We aso must have a very good dialogue
between those who are to use the tools in the
plants. Today even very good tools are not
used just because the “driver” at the mill has
retired or moved somewhere else, and then
no one else bothers to use the tool.

To cone around this we need intuitive
designs of process displays, so that the
operator and engineers will understand the
meaning of the functions easily. It shall not
be needed to be a PhD to use the tools. Very
often we as “theoretical experts” want to
have dl flexibility in the world, which
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makes it difficult even for ourselves to know
the meaning of the alternatives half a year
after the algorithms were created.

In this paper we discuss the conditions
needed from the demand side. What
functions do we wanbthave? Secondly we
discuss intuitive design of process displays
and how to communicate in an efficient way
between operators and system. After this we
make a technical overview over the
hierarchy of an “ideal” system with
Intelligent Process DiagnosticadaProcess
Optimization. This is the direction for the
future development we believe we should
strive for.

2. PROCESS
HIERARCHY

OPTIMIZATION

If we start with the functions, we need to
monitor __the  process _ performance
Information from the process needsbe
handled in some automatic way to extract
important information from “noise”.When
we know the status of the process and
combine with what we want to produce, we
give the incentive fordynamic process
optimization Still, there will always be
uncertaities in how the process will
perform in the future. Thus we need tools
for predicting the process performance as
well as possible changes in the production
planning during the next day and other time
horizons. Finally we need to have good
procedures for egomunication between the

WWW.SCansims.org
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developer of the system, the SW vendor and
the users of the system. This must be done

New Algorithms

The hierarchy of the functions needed for a
process optimization system can be given by
the figure below.

Processknowledge

Set pointso

Process

Process Simulation &
modelling

M odel
tuning

Root cause analysis/Process per formance monitoring

Signal diagnosticg/Statistics

Industrial processes

Figurel. Process Optimization hierarchy

3. PROCESS
MONITORING

PERFORMANCE

Process performance monitoring is done by
performing data reconciliation of the sensors
and equipment in the process. Physical
modelsare in many cases good to use as a
tool for datareconciliation. All known
physical relations as well as configuration of
the network connecting different equipment
and sensors to each other is collected. The
mathematical models of the equipment are
adapted or tunetb real plant data Soft
sensorgan be achieved giving performance
indices for different process equipments, as
well as tools for data reconciliation. A
steady state model is good for identifying
mass and energy balances, but may have to
be complemented by a dynamic model to get
correlations between events and responses
with some time delay ibetween. Trending
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of fault development with moving window
techniques will give a possibility to find
faults in noisy processe$he time plot will
also detect trends in fault development that
may not be seen in the steady state
calculations, if different filters are used.

4. PROCESSOPTIMIZATION

The process optimization has to be donén
different time perspectivesTo use the
optimized set points achieved by dynamic
optimization weneed tools fornedcting the
process performance. Otherwise we may
drive the process to unstable conditions. It is
important to develotrategies for how to
handle any kind of uncertainties. It may be
that we have to reschedul@roduction
because a prioritizedustomer deands a
fast deliveryor because some unexpected
event take place in the procesand makes

WWW.SCansims.org



SIMS 45

Proceedings of SIMS 2004

the old optimal operation schedule obsolete.
Then it is important to get this delivered and
produced without more disturbances then
necessary for other customeld/e have to
handle other uncertainties like faulty or
uncertain measuremerdas well as possible
changes in the prodtion planning due to
problems fulfilling special quality demands
Different equipment will have different
reliability, and thus should alse bandled

in different ways with respect to
uncertainties. If a sensor normally is
unreliable we should first try to moveds
the position may be bad. A consistency
sensor for instance may give faulty
measurements if sitting where the flow is
very turbuknt just after a pump, but may
give correct results just a few meters further
down the line. Taeplacethe sensor with a
better type is a second alternative. It may
also be possible tocorrelate it to other
signals and measurements, to make the
reading moe reliable.This can be done by
using “data reconciliation” methodsA
number of articles describes methods for
this, eg : Crowe et al (1983), Karlsson et al
(2003), Narasimhanet al (2002), Romagnoli
et al (2000)Weiss et al (1996).

When it comes to thectual optimization
there are many different type of procedures
and methods available. We can try to
formulate the optimization problem directly
in an objective function and with suitable
constraints, and then use one of the standard
optimization algoritims available. One way
here candéto use a tool set like Tomlab
which makes it possible to principally
formulate your problem once, and then link
to many different solvers ( more than 70
today), to test which one is best suitalfle
Dhak et al 2004). This is the method the
mathematician would prefer.

Other ways can be to use Simulated
annealing or using Genetic algorithms,
which are more “engineering type” of
algorithms.

Both types have there benefits and draw
backs.
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What will be the task for the fututie to use
these methods, but primarily to try to
identify good ways to formulate the
optimization problem in a good way. By
making the right simplifications, the
problem may be very much faster to solve,
than originally. Strategies will have to be
identified for how to include uncertainties. If
we want to optimize a cogeneration plant
and an energy system with both heat and
power production, and with several
production units, the weather forecast is one
factor to consider. Other factors are energy
prices, &xes, fuel price, quality of fuel ( how
frequent do you have to steam blow to keep
the precipitation on heat exchanger surfaces
under control), return district heating water
temperaturgheat storagand others. If we
just make some assumptions that thieepr
will be this, the temperature that etc, and the
assumptions were wrong, the principally
optimal solution may very well be a disaster
from a supply point of view, with
economical losses in relation to only manual
control. How do we encounter the new
information being available to the operators,
and making them adjust the schedulas?
good attempt to do as much as possible of
this has been done by Persson et al (2003) at
a Swedish pulp mil, Gruvon, where
optimization of two integrated recovery
systems ath mills are optimized with respect
to production capacity and sulfur balance.

These strategies first means we will have to
register all possible uncertainties. How often
do different events take place? How much
differs weather forecasts from future fatts
Are the predictions better or worse during
certain weather conditions? Do we know of
future shut downs in other power plants that
may trigger the electricity price? Where do
we get that information, and could we get
them automatically into the optimizati
system? These questions need to be
introduced into the optimization system to
give “risk values”. When the prediction
horizon is very uncertain, it may be better to
operate the system in a very conservative
way, to avoid major mistakes. On the other
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ham, if we can get a better understanding of
the real risk, we can minimize the
uncertainties by time.This will be a real
challenge for the researchers in the near
future to find these strategies for handling
the uncertainties, but when it is done
optimizaton can really take off in real
applications on a large scale.

Another application of optimization is the
ortline use of e.g. MPC, model predictive
control. This means multivariate control,
where the interaction between several
control loops is coordinateby some kind of
model. The principles of this technology is
decades old see e.g. Morari et al 198Q)ut
there have been practical problems to get
robust systems, and thus the usage is still not
very common If we make the checking of
signals, can pragte robust models and can
handle uncertainties in a good way, the
usage will be very common. | should say if,
but when, because a lot of work is going on
in the field, and sooner or later we will be
there. A major limitation so far has been
computer calcation speed, as it takes to
long to calculate. Another obstacle is to get
the correct feed back to the control system,
as the variables we really want to optimize
often can not be measure directly in the
process. By using different types of soft
sensors gt we are getting more and more
guality sensors for this purposde.g.
Pettersson ,1998A lot of small steps are
taken all the time, and as each step is small
it is difficult to notice the strong movement,
but it is there!

It is also of major interesb combine the
diagnostics and process schedule with a
decision support system. This can preferably
be a adaptive Bayesian net type of tool,
where correlations between events and
resulting faults can be organized in a
systematic way. The net with the retas
then can be tuned to get the weights of
different influences from real plant data.
Here we have the same need for evaluation
of the reliability of the measurements and
other information from the process, to avoid
mistakes. On the other hand we alste h
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have a means to present the probability for
an actual situation, if there is a sensor fault,
poor performance of the process or
something else. This evaluation of the
probability for one or the other is adjusted
by feeding back information about whaasv
the root cause of a problem with similar
characteristics earlier. Examples of papers
describing this type of systems greesented

in e.g.Jensen (2001) or Jensen et al (2002).

5.SYSTEM DEVELOPMENT

The most important factor for getting
anything good at of the advanced functions
is good procedures forcommunication
between the developer of the system, the SW
vendor and the users of the system. This
must be done all the way from starting
planning to long term operations. Otherwise
the whole project wilbe a waste of money
and time. Almost all projects will fail due to
a miss in this step. The operators have too
many other things to do. They do not see the
advantages with the new system or even fear
they will loose their jobs if it is good
enough. Or the just find the system to
complex to really understand how to uSe.
small faults in the technology make them
tired of the whole thingif they are not
engaged in solving the small problems. And
for this they need a strong support from their
managers. Ithey know their managers find
this important, they will be more positive,
than if the work only results in less
production and thus less bonus money! So
short term interests have to be balanced by
long term benefits, and this must be clearly
stated by thenanagement. The best is if all
levels from the president to the operators are
involved and informed from the beginning
and on a regular basis. Continuous
information will keep the project going even
if there are some back lashes now and then,
something thais very difficult to avoid
when advanced functions are to be
implemented.

In the project we thus need to identify what
functions should be included. It lsetter to
have the complete lenfrom process signals
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to full blown decision support and optimized
production for a small section of the plant
first. This will show that the method is
working. If we take a significant step in the
whole plant, but never reach a full functional
delivery it will just make the operators
disappointed. On the other hand #&ynbe
that you do not see the advantages for only
this small part, as they pay back is coming
first when the whole installation is done. It
is thus very important to go through
potential savings from the beginning and to
analyze where the real savings ae be
found. If we can solve one problem the
principles has been proven and we can take
a second step.

To get an intelligent decision support we
also need feed back from the operators and
process engineers about real faults and
problems in the procesg/e needeed back
when a problem has been fixed, and the
analysis tool needs to understand that a fault
has been fixed. To get this into an automated
system is a real challenge, but necessary
long term. If we can gethis to work
properly the advisefrom the system will
become much more reliable, which will give
the operators confidence in the system. If we
also can convince the operators that they
will not risk their jobs just because the
functions are bettethey hopefully will see
this in a positive wayA modern good car
has a lot of new functions which makes it
easier and safer to drive, but still the driver
is needed! And it is not more boring to
drive. Now you can try to minimize your
energy consumption by watching the
literkm fuel consumption by dring in
different ways. This is possible with the car
computer, which has come the last years!

6. CONCLUSIONS

A lot of activities are going on all over the
world on developing different features for
diagnostics, optimization, control, MPC and
decision gpport. Sooner or later these will
become robust enough to be possible to use
on a larger scale in process industry. What is
needed is to integrate all the different
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functions, as they are depending on each
other. Strategies for how to include
uncertainties in the optimization and good

decision tools for the operators will be a

future research focus to get robust systems
that will actually be used by the mill people.

This also includes working together with the

users to get input on what has to be
included, and to discuss the usability, but

also to add on features to keep robusticity.

REFERENCES

Crowe, C. M. etl, “Reconciliation of
process flow rates by matrix projection. Part
I: Linear case”, Kluwer, November 1983.

Dhakl., Dahlquist., HolmstronK., RuizJ.,
Belle J.: Developing a Generic Method for
Paper Mill Optimization. Control Systems
2004, Quebec City, Canada June-174
Conference proceedings.

Hess T. (2000): Process optimization
with dynamic modeling offers big
benefits, 1&CS,August, p 438.

Jensen, F., Kjeerulff, U., Lang, M., and
Madsen, A. L.(2002). HUGIN - The Tool
for Bayesian Networks&nd Influence Diagr
ams. In First European Workshopon
Probabilistic Graphical Modelgp. 21221.

Jensen, F. V. (2001)Bayesian Networks
and DecisiorGraphs Springe#Verlag.

Karlsson C., Dahlquist E., “Process and
sensor diagnosticsData reconciliation for a
flue gas channel”, Varmeforsk Service AB,
2003, (in Swedish).

Morari M, Stephanopolous G and Arkun Y:
Studies in the synthesis of control stires
for chemical processes. Part 1: formulation
of the problem.Process decomposition and
the classification of the control task.
Analysis of the optimizing control
structures. American institute of Chemical
Engineering Journal , 26(2), 22821980.

WWW.SCansims.org



SIMS 45

Narasimhan S; Jordache C., “Data
Reconciliation & Gross Error Detection, An
Intelligent Use of Process Data”, Gulf
Publishing Company, Houston, USA, 2000.

Romagnoli, J. A; Sanchez, C. S., "Process
systems engineering volume 2, Data
Processing and Reconcil@ti for Chemical
Process Operations”, Academic Press, San
Diego, USA, 2000.

Persson U, Ledung L, Lindberg T,
Petterssord, SahlinP-O andLindbergA :
“Online Optimization of Pulp & Paper
Productiori, in proceedings from TAPPI
conference in Atlanta, 2003.

Pettersson J. (1998): On Model Based
Estimation of Quality Variables for

Paper Manufacturing. Tech LicThesis ,
KTH

Weidl G, Madsen A, Dahlquist E:Object
Oriented Bayesian Networks for Industrial

Process Operation  SIMS 2003,
Scandinavian Simulation Sety,Vasteras,

Sweden Sept 189 2003.

Weiss G.H., Romagnoli J.A., Islam K.A.,

“Data reconciliation- an industrial case

study”, Computers and Chemical

Engineering, Pergamon 1996, vol 20, issue
12, pages 1441449.

Proceedings of SIMS 2004 94
Copenhagen, Denmark, September 23-24, 2004

WWW.SCansims.org



SIMS 45

Proceedings of SIMS 2004
Copenhagen, Denmark
September 23-24, 2004

q @Q ><><<.H’}U§.7<}WW‘=‘0‘Q - 0o N o

DATA RECONCILIATION FOR REAL-TIME OPTIMIZATION FOR AN
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flow parameter
regression coefficient
objective function

set of equality constraints
set of inequality constraints
mass transfer coefficient
reaction velocity constant
equilibrium constant
mass flow

reflux rate

temperature

volume flow rate

set of variables
concentration

regression coefficient

Abstract

The ammonia hydrogen sulfide circulation scrubbing is a common industrial process for coke-
oven-gas purification. We used a rigorous rate-based model to describe this reactive absorption
and desorption process. To increase the accuracy of the model, we estimated several process
parameters using a sequential parameter estimation approach. Data reconciliation was performed
based on simple component balances to achieve model consistent data and identify measurement
biases. The model was then validated online on a pilot plant by connecting the estimation
package through the process control system. Based on the online measured data, operating cost
minimization was performed and the computed optimal control variables realized in real-time. A
satisfactory agreement between measured data and optimization was achieved.

Keywords: online optimization, model-based parameter estimation, data reconciliation

set of parameters to be estimated

standard deviation
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Introduction

Model-based optimization has been widely used to
exploit economical and environmental potentials of
industrial processes. For model-based online
optimization the accuracy of the process model as
well as the quality of the measurement data is
crucial for the result of the optimization. However
in most cases there exist discrepancies between the
model and the real plant and the measurements are
contaminated with measurement errors.

Most process models have parameters which have
to be estimated from measurement data. To
improve the accuracy of the model these
parameters have to be estimated with measurement
data taken directly from the plant. Therefore
measurement data not only affects the quality of
the optimization directly but also the quality of the
estimated process model. However the
measurement data used for model updating do
contain measurement errors. Therefore data
reconciliation has to be performed in order to
identify and rectify measurement errors.
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This work concerns with online optimization with
economic objective and ecological restrictions for
reactive coke-oven-gas purification. The ammonia
hydrogen sulphide circulation scrubbing is a
common process to perform this task. It selectively
removes NH;, HCN and H,S while simultaneously
suppresses the absorption of CO, with a combined
reactive  absorption/desorption cycle process.
Optimization of this coke-oven-gas purification
process is motivated by the following two facts.
First, rigorous treatment of the sour gas gains more
and more attention due to the increasingly stringent
environmental regulations. Second, reduction of
operation costs and separation of the gas into by-
products increase the economic potential of this
industrial process.

Due to the reactive absorption and desorption, we
use a rate-based model with enhancement factors
to account for the enhanced mass transfer. The
model consists of a large-scale highly nonlinear
equation system with parameters to be estimated
from measurement data. In spite of the rigorous
description a model validation with measurement
data from a pilot plant indicated deviations in the
range of 20-30% [4].

To improve the model accuracy, we estimated
several parameters based on measurement data
taken from a pilot plant with a model-based
parameter estimation technique. The large-scale
model and the large number of data sets used lead
to a difficult estimation problem. A new three-
stage decomposition strategy was proposed to
solve this problem [3]. The developed parameter
estimation approach is able to handle large-scale
systems with multiple sets of measurement data.
Due to the reduction of the size of the problem it is
possible to use standard optimization software to
solve the problem. However the quality of the
updated model strongly depends on the quality of
the measurement data.

Measurement data usually contain stochastic
errors, systematic biases or gross errors due to
measurement device failure. Data sets taken at a
certain operation point are not model-consistent.
Therefore measurement data have to be reconciled
before used for model updating in order to improve
the quality of the estimated model. The problem is
that rigorous data reconciliation needs redundant
data which are often not available. Therefore we
performed data reconciliation based on simple
component balances together with robust
estimation techniques to identify gross errors and
measurement biases. It can be seen that the quality
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of the wupdated model wusing reconciled
measurement data is significantly better than using
raw data.

We applied an online optimization with data
reconciliation and model updating to the pilot plant
for reactive desorption. The objective of the
optimization was to reduce the heat duty needed
for the desorption while simultaneously satisfying
process restrictions and purity demands. In this
contribution, we present the implementation of the
online optimization with model updating and data
reconciliation and show the results of the online
optimization of the pilot plant.

The Process Model

Due to the chemical reaction in the liquid phase
and the resulting enhancement in the absorption
rate, absorption/desorption processes can not
accurately be described with equilibrium models.
Although more complex models are not
automatically more accurate, in many cases short
cut models are not adequate to reproduce the
observed process. It has to be taken into account
that a trade-off between model accuracy and
computational complexity has to be made in
selecting a model for simulation and optimization.
This is especially important for online applications
where it is required to solve the problem in real-
time and biased results lead to wrong set points
which makes frequent re-optimization runs
necessary.

In this work the model proposed by Thielert [8] is
used, because it has an adequate high accuracy and
meanwhile an acceptable complexity. The model is
a rigorous rate-based tray-by-tray model for the
mass- and heat-transfer where the enhanced mass
transfer due to the chemical reactions is accounted
for by use of enhancement factors according to
Hoogendorn et al. [5]. To describe the reactive
system of weak and strong electrolytes in the liquid
phase the following reactions are taken into
account:

Primary reactions

H,0«X50H™ +H* (1)
NH, +H,0 «X2>NH; + OH" )
CO, +H,0«Xs 5H* +HCO; 3)
H,S« X4 sH™ +HS™ 4)
HCN<«Xs5H* + CN~ (5)
NaOH«Xe sNa* + OH~ (6)

WWW.SCansims.org



SIMS 45

Secondary reactions

HCO3 « X2 sH" +CO;3; (7)
HS «Xe yH* +S~ (8)
NH, +HCO3 «~25NH,CO0™ +H,0  (9)

All reactions except for those including CO, and
its products ((3), (7) and (9)) are considered as
instantaneous reactions, since NH;, HCN and H,S
are absorbed much more rapidly than CO,.

To describe the chemical equilibrium relations
containing the 15 species in the system, 15
equations are formulated:

9 reaction rate equations

5 component balances for the molecules included
(NH;, CO,, H,S, HCN and NaOH)

1 electron-neutrality relation

The mass transfer is described by a mass transfer
coefficient £ and the interfacial area 4. The
correlations of the mass transfer coefficients and
the interfacial area are taken from Billet and
Schulte’s [2] correlations.

Balance equations are used to describe the
behavior of each stage in both the absorption and
the desorption column including:

Stage component balances

Vapor phase component balances
Vapor-liquid equilibrium

Liquid phase component balances
Liquid-liquid equilibrium

Summation equation for the vapor components
Summation equation for the liquid components
Heat transport equation

Equation for the interfacial temperature
Enthalpy balance

The process model leads to a large-scale highly
nonlinear equation system with 420 variables per
ab-/desorption unit.

Parameter Estimation

In spite of the complexity of the model described
above, there always exist mismatches between the
model and real plant. A model validation through
comparison of the simulation and experimental
results shows a mismatch in the range of 20-30%
for the industrial process [4]. Since model-based
applications require a model that should be as
accurately as possible, parameters in the model
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should be estimated to minimize the gap between
the model and the real plant. To select the
parameters to be estimated, we first analyzed their
physical meaning and evaluated their impact on the
process performance through simulation.
Following parameters were selected for the
parameter estimation:

vapor flow parameter

C;lld] :®1'CV (10)
liquid flow parameter
Cly=0,-C (11)
interfacial area
reaction velocity constant
64{13.635—2895 L ]
Kco,aqy =10 /TB'S (13)
reaction velocity constant
(95-[11.13072530TL j
kNHZCOO,adj =10 /B’S (14)
reaction velocity constant
®6-[13.635—2600 L j
kCO3,adj =10 /TB'S (15)

To improve the model accuracy, these process
parameters were adjusted based on measurement
data taken from the pilot plant. This leads to a
large-scale nonlinear optimization problem that is
to be solved with model-based parameter
estimation techniques. As measurement errors have
to be considered for dependent as well as
independent variables the parameter estimation
problem consists of two tasks: the parameter
estimation problem itself and a data reconciliation
step to rectify errors in the independent variables
measurements. As the individual data sets are
coupled over the parameters the two steps can not
be solved separately. The size of the problem
increases linearly with the number of data sets. In
this study, 16 data sets were used for estimating 6
model parameters considering measurement errors
for 15 independent variables for each data set. As a
result, this problem includes more than 6500
optimization variables. Although commercial
optimization software exist, which can handle
large-scale nonlinear problems, highly nonlinear
systems as the observed process are not easy to
solve and often lead to convergence problems.
Often extensive mathematical manipulations of the
equation system or/and the optimization algorithm
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are necessary to solve such a
simultaneously.

We developed a new three-stage decomposition
approach for parameter estimation [3] and applied
this approach to solve this problem. The proposed
approach uses a nested three-stage computation

framework to decompose the problem (Figure 1).

problem

SQP

min f*
in f

upper stage

s.t.
. v
0<0 <0

SQP 1

min f,

SQPJ
min /, middle stage
s.t. s.t.
h,>0 h,>0

u, f

SIM 1

lower stage

9, (xpypup 0)=0 9, (xpy,u, 0 =0

Figure 1: Three stage parameter estimation strategy

The upper stage is an NLP with only the
parameters to be estimated as optimization
variables. The middle stage consists of multiple
sub-NLPs in which the independent variables of
each individual data set are treated as optimization
variables. In the lower stage the dependent
variables are evaluated through a simulation step
subject to the parameters and the independent
variables. By making use of the optimality
condition in the middle stage, only the gradients of
the dependent variables to the parameters are
required in the upper stage. The developed
parameter estimation approach is able to handle
large-scale systems with multiple sets of
measurement data. Due to the reduction of the size
of the optimization problem it is possible to use
standard optimization software. The results after
parameter estimation show a significant reduction
of the errors between the model and the real plant.

[4].

Data Reconciliation

The quality of the measurement data is crucial for
the quality of the adjusted process model as well as
for the quality of a model-based optimization itself.
Usually measurement data contain stochastic
errors, systematic biases or gross errors due to
measurement device failure. The problem is that
rigorous data reconciliation needs redundant data
which are often not available. As no measurements
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for density data exist for the pilot plant (see next
section), we perform data reconciliation based on
simple component balances around the process
considered (see the flow-sheet shown in Figure 2).

Balance region

Figure 2: Simplified flowsheet to perform linear data
reconciliation

For the pilot plant setup, the stream of
uncondensed vapor (stream 5) can not be
measured. As the experiment runs which were to
be selected for parameter estimation were
performed without reflux and therefore do not
show high concentrations for NH;, CO, and H,S,
the assumption that total condensation occurs can
be made. As the solution contains sour as well as
alkaline components, they dissociate completely in
water and therefore the solubility is increased
significantly. Therefore the assumption V5 =0 is

justified. Thus the component balances used for
linear data reconciliation for desorption experiment
runs are:

.y NHy 1> NH, 1 NH; _ _
NH; Vx| 7 =Vyx, 2 =V3xy = TN, =0

(16)

.1y .CO, 1y CO, 1y CO, _ _
CO, Vx| 72 =Vyx, 2 =V3x5 —rCO2—0

s WHYS o HNS oy HyS _ _
H)S:Vix " =Vax, ™ =Vaxy ™ =ry =0

The relative error for 16 observed data sets for the
desorption experiment runs was in the range of 10-
15%.

Generally the measurement errors do not exactly
follow Gaussian distribution. Therefore, estimation
of variables using least square objective function
will give biased results. At the same time, due to
the frequent presence of gross errors in the
measurements, the reconciliation results are
heavily contaminated. To overcome this obstacle,
robust estimators could be used. A robust estimator
is expected to be insensitive to large outliers, and
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would have little effects on the reconciliation
results when the error distribution is different from
the assumed distribution.

Many robust estimators are available in the
literature. In this study a robust estimator
developed by Kong [6] was used. The estimator
function is:

o> X
min ;—a+|x[|
fx)=0

xm,i - xr,i

(17)

s.t.

where x. = and o was set to 0.2.

1

O

Standard deviations o, have been set to 5% of the

measured value for concentration measurements
and 7% for flow measurements. The reconciled
measurement data was consistent with the
component balances but showed deviations to the
measured values up to 60%. Therefore
measurement biases have to be considered. To
identify these biases all 16 data sets were evaluated
simultaneously. Suppose that system biases exist in
the measurements of all measured variables, the
conservation law of the process can then be
described as f(x-bias,u)=0. Here the robust
estimator described with the Fair Function by
Albuquerque and Biegler [1] was used. Given the
vector of measurements

> NHy, _CO, _H,S y» _NHy, _CO, _H,S v» _NH; _CO, _H,S
x=[V1,x1 XXV xy Ry xy L Y xy X Xy ]

The following optimization problem was solved:

X, —xm X, —xm
abs[ij" & ] abs[i/" = }
16 12 o, o,

J =ch2 ! —log| 1+ a

j=1i=t c c

s.t. (x/_1 7/7,)4()@_2 7h2)7(x,5 7h5)'(x/_ﬁ 7[7(,)7(,7(,_9 7[7‘,)'()@'”, 7bm)=0 , J=1..16
(0 =8y)-(eps =)=y =) (x5 =y )= (0 =8, )-(x,0 =B, ) =0, j=1,..16
(X,.\ ’b1)'(~’c,.4 ’[’4)’()‘/.5 ’bs)‘(x/.x ’bx)’(x,.o ’b‘?)‘(xmz ’blz):o v =116
~05min(y,)<b, <05minr,,) | i=1..12

An analysis of all 16 data sets showed that, before
bias estimation, 16 relative residues indicate a
deviation of >20%, and, after bias estimation, only
10. But 5 relative residues are deteriorated (4 for
NH; and 1 for H,S). Since the corresponding data
sets showed no great deviation before bias
estimation, they were excluded from the estimation
problem. Performing bias estimation with the 12
remaining data sets, only 6 relative residues
showed a deviation of more than 20% in contrast
to 16 before bias estimation. The effectiveness of
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the bias estimation can be analyzed using the
following criteria:

Apparent Number of Avoided Large Residues
(ANALR)

Average of Residues After Estimating Biases
(ARAEB)

Average of Residues Before Estimating Biases
(ARBEB)

Improvement in Average of Residues (IAR):
(ARBEB - ARAEB) / ARBEB

The analysis of these criteria is shown in Table 1.
It shows a significant improvement for the
deviations up to 65%.

Number of data sets 12
ANALR 10
ARAEB 0.115526
NH3 ARBEB 0.339132
IAR (%) 65.93
ARAEB 0.155545
CcOo2 ARBEB 0.221069
IAR 29.64
ARAEB 0.066982
H2S ARBEB 0.114219
IAR 41.36

Table 1: Analysis of relative residues

The Pilot Plant

We use experimental data from a pilot plant
established for both absorption and desorption
studies on the industrial coke-oven-gas
purification. The column is made of stainless steel
with a diameter of 100mm and a height of 3m. It is
packed with a structured packing of Sulzer
Mellapak 350Y. Several measuring points along
the column for temperature, pressure and
concentrations are available. The plant is
completely automated and all measurements and
control variables can be collected and adjusted
using the process control system Freelance 2000".
During operation several measurements for
temperature, pressure, pressure drop and volume
flow are available. Samples of the liquid phase can
be collected automatically at four different column
heights. However, the analysis of these samples to
obtain measurement values for the liquid
concentrations has do be done with chemical
analysis and is therefore not available online.
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Online Experiments

In order to perform online experiments including
online model validation and online optimization,
the simulation model and the optimization program
were connected with the process control system to
enable the exchange of measurement data and
control variables between the process control
system and the optimization program. Therefore a
VBA (Visual Basic for Applications) interface was
developed which organizes the data transfer
together with the DDE Server (Figure 3). The DDE
(Dynamik Data Exchange) is a standard process
communication protocol for Windows® that allows
the cyclic exchange of data with Windows®
programs.

Freelance
2000

Optimization of

. Excel
control variables

measurement
data

0

Data
storage

Figure 3: Schematic data interface

The described parameter estimation with data
reconciliation  was  performed based on
measurement data from various experiments from
the past including absorption experiments. For the
recorded data sets a significant improvement in
model accuracy has been achieved. To use the
estimated model in an online optimization
structure, it has to be able to reproduce the actual
state of the process and be able to predict the
process behavior given certain control variables
without further adjustment. Therefore we
performed online model validation on the pilot
plant, and simultaneously took the values of the
input variables for simulation directly from the
plant. In addition, set-point optimization was also
carried out based on the measured data. The
computed control variables were passed through
the process control system to the plant. At the same
time the measurements taken at the new steady-
state point were compared with the prediction from
the optimization result.

Set-point Optimization
The desorption operation with the pilot plant was

considered. It was made according to the
specifications of the deacidifier unit in the real

scrubbing plant where the enriched water from the
H,S washing unit is freed from sour components.
In addition the ammonia-rich water is siphoned off
the unit to enhance H,S absorption in the H,S
washing unit. To adjust the needed ammonia
concentration, ammonia enriched steam is used for
desorption. In addition the deacidifier was run in
reflux mode. At the same time purity specifications
at the bottom have to be satisfied. The feed
specifications are given in Table.2.

c c c c _ T
NH3 C02 st NaOH V [oc]
(/1] | [/1] | [/1] | [e/1]
vapor 15 )
feed | 2| O 010 Thon
liquid 118
feed 10 | 7,2 2 2 Vh 80

Table2: Feed specifications used in online experiments

A steady-state operating point was first established
and the measurement data were collected online
using the interface described. The first steady-state
set-point is shown in Table 3. Based on the
measured data an optimization computation was
made. The objective was to minimize the heat duty
needed for the desorption operation. Three
optimization variables were chosen:

» Heat duty Mgean
» Liquid feed temperature T,
» Reflux ratio R

feed
iq

According to the real process operation, following
restrictions were included:

» NH; concentration at h=856mm > 20 g/l
» H,S concentration at bottom < 0.5 g/I

Thus the following optimization problem had to be
solved:

min f = M
M,T,R

S.t.

hy =cRi, —20>0

steam

(18)
h, =cpoe™ +0.5>0

A sequential optimization approach was used to
solve this optimization problem, where only the
objective function and the inequality constraints
are handled by the optimization algorithm (a
standard SQP routine from the IMSL FORTRAN
library). The state variables are calculated in a
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simulation layer which provides the objective

function and the gradient information.

have been observed for H,S mass transfer
prediction. This problem was noticed and a bypass
model has been developed to account for
maldistribution effects inside the column [7].
Neglecting the H,S concentrations the mean model
deviations are 10.4%.

feed T T . "
T”q R Msteam 1
Firstset | g5 0 0 15 kg/h
point
Table3: Control variables used for first stationary set
point
Results

At first, the quality of the fitted model was checked
with the data sets used for offline parameter
estimation. Figure 4 shows the liquid concentration
profiles for one data set used in parameter

3000

2500

2000

estimation for NH3, CO2 and H2S. It can be seen
that the quality of the model was significantly
improved with the estimated parameters (solid
lines). Considering all 16 data sets the mean model
deviations could be reduced from 30.70% to
14.77% in the desorption case and from 28.09% to
15.36% in the absorption case.

3000
2500 A
— [ 3
£ 2000 popral
£ ( %
= 1500 & -
5 4 Pyl
S A " e
T 1000 4
=T f# &
500 7
N @
0 am ‘ : ‘
0 5 10 . 20
concentration [g/l]
-8- NH3 -0-C02 -A-H2S
B NH3 meas ® CO2 meas A H2S meas
—=- NH3 opt —©-CO2 opt ——H2S opt
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Figure 4: Liquid concentration profiles for one data set
with and without parameter estimation

To wvalidate the model online, an online
optimization experiment described in the previous
section was carried out. At the steady-state shown
in Table 3, the measured values for the liquid
concentrations are compared with the result from
the simulation based on the measurement values in
Figure 5. It can be seen that a good consistency
between measured and simulated data can be
received. Only for the H,S concentrations a
deviation of more than 20% can be observed. This
may be caused by measurement inaccuracies for
small concentrations or model deficiencies which

manipulated variable
* objective value

101

E
£ A
= A ke
=] A
‘© 1500 4 !
< A
< B
5 A
=}
3 1000 & NH3_Mess
o &A W CO2_Mess
- } A H2S_Mess
500 @ ——NH3_Sim |
A ml - COZ_S.im
; i -/ -H2S_Sim
0 /& T T

0 2 4 6 8 10
concentration [g/l]

Figure 5: Liquid concentration profiles at first stationary
point

After the first steady-state had been established,
the measurement data from the plant were used to
perform the online optimization. The evaluated
values for the optimization variables are given in
Table 4. According to the optimized results, the
liquid feed temperature should be increased to its
upper bound to increase the mass transfer and to
reduce condensation in the upper part of the
column. This helps meeting the process restriction
at the bottom of the column. The heat duty was
reduced to minimize the operation cost without
violating the process restrictions for the
concentration of NH; at h=856mm. In contrast, the
reflux ratio was increased in order to increase the
concentration of NHj3 without violating the purity
specification at the bottom.

we R [

96°C

Tt
Msteam i

10,32 kg/h

First set
point
Table 4: Control variables after process optimization

3,8

The computed new control values were passed
through the process control system to the plant.
Thus the new steady-state was established. The
liquid concentration measurements are compared
with the results from the optimization in Figure 6.
It can be seen that a good consistency between the
measured values and the optimization exists.
Especially the process restrictions were met quite
well with 3.7% deviation for the restriction on NH;
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at h=856mm and 6.8% deviation for the restriction

on H,S at the bottom.
3000

—h— —
2500 A
,A /D
-
_ A o
E 2000 - { ’
E A A
= AN Pul B
> A H
3 1500 - . /
z 8 7
£ A /
2 1000 : £
o M ﬁ»—h
A , —0—NH3 opt
: —O- CO2 opt
500 2 5] -4 -H2S o&
. / & NH3 meas
A 5] m CO2 meas
. / A H2S meas
0 T
0 5 10 15 20 25

concentration [g/l]

Figure 6: Liquid concentration profiles after
optimization

Conclusions

A rigorous rate-based process model was used to
describe the mass transfer for the ammonia
hydrogen sulfide circulation scrubbing process.
Several model parameters were selected and
adjusted with a three-stage sequential parameter
estimation routine based on 16 measurement data
sets. The parameter estimation approach is able to
handle large-scale nonlinear process models with
an arbitrary number of data sets. Due to the
reduction of the degree of freedom standard
optimization software can be used. Data
reconciliation based on simple component balances
was performed to obtain model consistent
measurement data and to identify measurement
biases. With the parameter estimation based on the
reconciled data, the average model deviations
could be reduced significantly. For online model
validation the process control system was
connected with the simulation program via a user
friendly interface to exchange measurement data
and control variables. To test the online
applicability of the model, process optimization
was carried out with a sequential optimization
approach based on measurement data taken online
from the plant. The objective was to reduce
operation cost by minimizing the reboiler heat
duty. Process restrictions were included according
to the real scrubbing process. The results show that
a good agreement between the measured values
and the results of the optimization can be achieved
and that the process model can be used to build a
complete online optimization structure for the
ammonia hydrogen sulfide circulation scrubbing
process.
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ABSTRACT
In this paper we present a combioatof the usage of a model for the whole millore

simulation and more advanced models for specific process sections for control systems and online
diagnosticsDifferent solution methods are described together with where the different

approaches aresft suited.

BACKGROUND

The trend today is to optimize the whole
mill not only towards production and
quality, but also towards for example
minimization of energy and chemical
consumption, and effluents. Most of the
models are first principles process retd
which is physical models. These are used to
simulate the process as part of the
optimization. With a good process model it
is possible to implement a more advanced
control system like model predicted control
(MPC) and 2D or 3D dynamic online
models for diagnostic purpose. E.g. hang
ups and channeling are of interest to identify
in a continuous digester.

For the online simulation of the whole mill
ABB has developed a Pulp and Paper On
line Production Optimizer and this optimizer
works like an *“overallmill management
system” giving set points to each process
section. The models will be on the same
software platformas the more advanced
models, for example the digester model
presented in this paper.

PROCESS OPTIMIZATION
CONTROL

In this paper we willdcus on the use of
adaptive physical models for both -bne
control and production planning the next 24
hours. In reality the boarders between
statistical models and physical models may
not be that clear. If we introduce a number
of parameters into a phgal model and
these have to be tuned by plant data, it is in

AND
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reality a combined physical and statistical
model. The advantage is that we get the
robustness of the physical model, but can
make use of the statistics really relating to
the actual process.

On the overall mill level we want to
optimize and control the chemical balance in
a complex pulp mill. The first application is
the control of Sulfur in an integrated Kraft
and NSSC (Neutral Sulfite) pulp mill. It is
important to adjust the dosage of sultor
adjust the sulfidity, so that there is enough
but not too much, and to keep the balance
between different parts of the plamhis has
been done by simplified physical models
that have been combined to form a model.
This model is then used to make a
production plan for keeping the sulfur
balance at it's optimum. Implementation is
being done right now at a mill in Sweden (
Billerud at Grums).

The next level of optimization is to look
inside each process section, in our case a
continuous digester. For digier operations
we have been working with physical
modeling of the digester in bothland 2

D.

The physical model of the digester is built
on the same principle as the so called Purdue
model ( Wisnewskiet al1997. The model
contains two volumes, theolume occupied

by the chips with the entrapped liquor, and
the volume occupied by the free liquor. The
model also contains similar chemical
reaction and energy balances as the Purdue
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model. What is new with our model is that
we also taking into consideranh the
pressure drop inside the digester due to the
channels between the wood chips. When
there are mostly large chips, the channels
between the chips are large, with low
pressure drop for fluid flowing between.
When there are a major amount of fine pins
etc, the channels between the chips will
decrease, and the pressure drop increase.
This is what happens in reality if we have
different chip size distribution or different
packing in the digester. One reason for this
may be that the chip size distributida
inhomogeneous or the chip screw in the
stack may not feed in a constant way. When
we have a lot of flakes these may adhere to
the screens and cause hang ups. Aside of
causing an increased pressure drop in the
screens, also the chips will get different
residence times and contact with liquors of
different concentration of both chemicals
and dissolved organics. This may cause a
significant variation in the kappa number of
the final fibers.The kappa number is a direct
measure of the remaining lignin at tfileer
surface. By identifying pressure drops,
residual concentration of chemicals in the
liquors, temperatures and flows and compare
actual results to those predicted by the
model, we can tune the model to match
reality. This is under the assumption tinsd
first have achieved a good process
performanceof the actual digesterThe
model can then be used both to optimize the
performance by adjusting e.g. temperature
and chemicals dosage, as well as back
flushing screens to avoid hang ups before
the problemsecome severe. There is also a
potential for finding channeling to have a
chance to go in and adjust, although this
demands regularly measurements as well.

The modeling can be used in several
different ways. The first approach was to
principally use a segential approach, where
the fibers and water is supposed to flow
from the top to the bottom, with chemical

reactions taken place in each volume
element each time step of calculation. The
pressure flow calculations then are

calculated as well for each tingep for a
identified pressure flow network, with given
boundary conditionsThere is theniteration
between the pressure flow calculation for the
whole network and what is happening in
each volume element at each time step. The
advantage with this apprdacis that we
always get stable solutions, and the
calculation time is more or less the same
each time step, independent of aymc
changes. The draw back tisat the accuracy
may be a bit less good than if the other
approach is wused, that is wusing a
simultaneous solver.

In this approach with a simultaneous

solution of both chemical reaction
calculations andpressure flow network
calculations, we principally get a better
solution, and normally the time step is
depending on if a step change in the process
is taking place or not. When there is a fast
event taking place, the time step becomes
very short, to get accurate solutions. The
good thing with this isobvious, but the draw
back is that you have no idea in advance
how long the calculation will take. When
running a simulation in parallel with a real
process this may give big problems, as the
calculation time can be many times longer
than “normal”, and the real process “passes”
the simulator!

DIFFERENT MODELING
APPROACHES

We have tested a number of difiare

approaches for the simulation of the
digester. They are presented shortly in the
following:

1. Sequential solver using Fortran code,
with an iteration between presstl@v
calculations and chemical reactiens
tank level calculations-D.
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Figure 1 Use of a sequential solver

First the calculations of pressure is
performed by looking at pressure lift by
pumps, levels and pressure head in tanks,
pressure drops in valves and entrainments.
This gives the actual flows in eadhgie
pressure point, as we know the
characteristics of the pumps, valves, valves
openings etc.

In the second step the flow rates are used to
calculate flows into a volume element and
out of it, giving new levels in the
tanks/vessels.

In the third step weuse the actual
temperatures and concentrations in each
volume element to calculate chemical
reactions, diffusion, transfer between phase§
etc. These are then used to calculate the new
concentrations of all the flows in and out, as
well as the new conceations in the
different phases in each volume elemént.

the figure to the right we have real or
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“faked” valve between all the arrows, giving
the pressure at all points separating the
arrows. Real valve data are used for the
dimensions, but tuning has toe done to
give correlations between the actual flows as
a function of chip size distribution, viscosity
of the mixtures, temperature etc.

This approach is well suited for operator
training of a system, and to be combined
with a DCS system, with full coruts.

A variant of this approach was used by
Bhartia and Doyle ( 2004) to model

plugging in the digester, and laso other types
of engineering use is common, to study
specific design or operational problems.

Simultaneous solver but without pressure
flow calculations. The flows are assumed

controlled by the real DCS systerrD1
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Figure 2. Use of a simultaneous solver but with fixed flow directions

In this case we assume all flows being
controlled by the DCS system, and the
direction of the flows are always fixedip

or down. This makes it easier to calculate
the concentrations, as we know what3:
concentration is going what direction. If you
have alternating flow directions as the
pressure drop is changing in a section, it
takes moe calculation power to find a
stable solution with  both  correct
concentrations and correct flows, otherwise.
In this approach with simultaneous
concentration and flow calculations we get
more correct concentrations, specially
during transients, but more predictable
calculation timesThe advantage with not
including pressure flow calculations is that
it is easier to use this model for MPC
calculations, where you want to find an
optimal setting of the different variables like

Copenhagen, Denmark, September 23-24, 2004
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temperature, concentrationsdaflows, than
if you included also pressure flow
calculations.

2-D calculations with a simultaneous
solver for both pressure flow calculations
and chemical reactions

In this approach with-B we have a “fake
valve” between each volume element,
giving a omplex net inside the digester, but
also including real valves in and out of the
digester. With this approach we calculate
the flow between the volume elements, and
can simulate hang ups, channeling, different
packing etc. The model is used together
with measurements of real flows, chip size
distributions, chemical additions,
concentrations in black liquor in extractions,
temperatures, final kappa number of the
chips etc.
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Figure 3 Use of a<D model with a full pressuriow network

This model can easily be extended 40, 3
although the computation time goes up
significantly with 3D compared to-D.

This gives the opportunity to use the model
for different type of diagnostics as well as
for testing of different designand
opeaationaloptions.

The digester model will also be used for
sensor validation for the measuring
apparatus around the digester. If the
calculated value will start to differ to much
from the measured value, that will indicate
in an early stage that there asmme
problems with that measure point. An early
indication that there are some problems will
save production, quality and moneylhis
type of sensor validation is important as a
prestep to the actual optimization.

The advancedbhysical model can among
others be used to control the process in a
MPC (model predicted controller). MPC is a
multivariable model predictive control
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technology. The main advantage with MPC
is its abilty to handle multivariable
processes with strong interaction between
process vaables and with constraints
involving both process and state variables.
The potential of this control method is
dependent on the quality of the process
model and of the measured variables. With a
good mass balance simulation of the whole
mill the MPC is les dependent of the
measured variables.All three models
described above can be used, although the

number two model is the one we have been
testing as the first choicés the MPC is
giving set points to the different control
loops, the pressure flow netlcalations are
normally of less interest.

So far we have tested this in a simulation
environment with good results. Next step is
to make real application tesisa mill.

When it comes to production planning an
scheduling, including “tankarming”, we
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hawe to model not only the digester, but also
all other equipment surrounding this. There
are several approaches for the modeling
here. We can use the approach with models
for tanks and some other features directly in
the formulation of the Objective function
and the constraints, and solve fiynamic
optimization problem directly. Another
alternative is to use a dynamic simulation
model, and use this to calculate the result for
the whole time horizon using a “branch and
bound” type of solver. Then communiazii

is intense between the optimizer and the
simulator, but on the other hand we know
we get a feasible solution. A third approach
is to use the optimization using the first
alternative, and then test this solution
towards the more detailed simulator, to
awid running into possible problems
implementing the optimal schedule.

All these approaches has been implemented,
but for different applications. In the EU
DOTS project Bell et al, 2004 and Dhalket

al 2009, we tested all these approaches, but
for papermill applications. At Gruvo pulp
mill, the approach was the first alternative.
Here the problem was very large and
complex, where a large number of tanks and
processes had to be included. To avoid
problems with unreliable sensor
measurements the signalwere filtered
through a “moving window” approach,
which turned out to be quite successful. This
was done by ABB ( Persson efabD3.

RESULTS

The first approach gives dynamics for the
complete mill, and interactions between all
equipments. ltis very uséul as atraining
simulator andteaches you how the DCS
functions like interlockings, PID controls etc
respond. An example of a response to a
change in a flow rate is shown in the figure
below. Here we get the process values
directly at a process displajyst like in the
real plant. Trends can be shown of variables,
PID control response etc.

Copenhagen, Denmark, September 23-24, 2004
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Figure 4 A process display from a training
simulator, where a DCS system is
interacting with a dynamic process simulator
on-line.

Thesecond approach with a simultaneous
solver for all digester equations is suitable to
use for MPC (Model Predictive control)
control. An example of how the optimized
values for all important control variables
looks like compared to the “normal recipe”
is stown in the table 1 belowThe third
approach with a 2D model is best to use
for diagnostics purpose as to determine
channeling in the digester, or hang ups.
Channeling will mean that liquid is not
getting into the chips, but passing in
cahnnels betweendtchips. This means that
we will get less reaction between chemicals
and lignin, resulting in less dissolved lignin
(DL) in the extraction liquor, as well as
more residual alkali (NaOH), as not all got
the chance to react. An example of how this
can look s seen in the simulation in figuse
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Table 1Optimized values using an MPC
compared to what values should have been
used with the normal practice recipe.

Base Optimized Description
Decision Variables:
SI103A 22,421 22,421 |Chip Screw Rate, rpm
FI107A 2,499 2,370 |White Liquor to High Pressure Feeder, lit/s
FI104B 4,463 4,240 JWhite Liquor to Digester, lit/s
FI217B 2,701 2,836 |White Liquor to Wash Circulation, lit/s
FI216B 6,578 6,907 JWhite Liquor to Lower Cook Heater Circulation, lit/s
TI216A 147,387 136,874 JLower Cook Heater Outlet Temperature, degC
TI217A 153,017 160,274 |Wash Circulation Heater Outlet Temperature, degC
TC102A 94,000 99,000 |Chip Bin Temperature, degC
FI216C 6,467 6,790 |Wash Liquor to Lower Cook Heater Circulation, lit/s
FI217C 6,363 6,048 |Wash Liquor to Wash Circulation, lit/s
FI212H 42,237 42,238 |Dilute Filtrate, lit's
F1104C 0,108 0,102 Jwash Liguor to Chip Tube, lit/s
FI102A 1,220 1,354 |Reboiler Steam, kg/s
Dependent Variables:
Pulp Produced 6,56 6,62 |ka/s
Chip Utilization 26,067 25,976 |kg/s
Dissolved Lignin 5,680 5,495 |kals
NaOH Consumption 0,713 0,698 |kg/s
Na2S Consumption 0,406 0,405 |kg/s
LP Steam Utilization (0,069) 0,001 Jka/s
MP Steam Utilization 1,653 1,499 |ka/s
Steam Condensate (0,130) 0,003 |kg/s (negative value indicates net production)
Total White Liquor Utilization 16,241 16,353 |lit's
Total Wash Liquor Utilization 55,175 55,178 |li's
Black Liguor 51,521 51,545 |lit's
Kappa Number 89,56 89,56
Pulp Yield 57,45 58,22 |%
Objective Function 0,047839 0,074172 JUS$/s

In figure 6 below we can see what this
means for the temperature profikom the
top to the bottom of the reactor. The dark
(blue) line is how the sqdoints would aim
at if we were operating according to the
normal strategy for this type of wood. The
brighter (red) line shows how the MPC
proposes to operate, to get lower myyeand
chemical consumption, but with the same
kappa number ( remaining surface lignin)
out of the reactor.

Temperature Profile
180.0
170.0
AR

160.0
150.0 7 A\
140.0 / /) \\\\ ——Base Case
130.0 ——Optimized
120.0 / \\
110.0 ’/
100.0
90.0

Figure 6. Temperature profile in the

digester from top to bottom according to
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“normal operation” (dark blue) respectively
as proposetty the MPC ( brighter red)

CONCLUSIONS
In the presentation we have discussed

different means for modeling digesters to
use for MPC and optimized scheduling. The
first approach with a dynamic simulation
model with iteration between pressti@wv
net calclations and reactions in each
volume element is suitable for dynamic
simulation, were also control actions
through the DCS system has to be
encountered. This method is suitable for
detection of different fatg, testing of “what

if scenarios” and can beeatsin optimization
interactively with an optimization algorithm.
The second approach without a pressure

flow net work solver, but with a
simultaneous solver for calculation of all
reactions taking place inside the digester is
well suited to use for MPC apgations,
where set points are to be given to the
control loops. The third approach with more
detailed models in-R ( or even D) is best
suitable for detection of hang ups,
channeling and other type of failin the
process. In the futurewhen compute
capacity is significantly higher, it should
also be possible to usthis instead of the
two other typs of models
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Figure 5 Simulated values for
concentrations of NaOH%o.) respectively
dissolved lignin ( % DL) in the extraction
line liquor. Predicted values are from normal
operaibns and measured values correspond
to values when there is channeling.
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The process to be optimized is the production of
thermo-mechanical pulp (TMP). TMP is produced
by steaming wood chips under pressure to break
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up the wood structures followed by mechanical
refining to produce pulp. TMP plants use electri-
cally operated refiners; the demand for the energy
is huge. Electricity consumption comprises a large
amount of the variable production costs and offers
an area of optimization and cost savings.

The optimization case is actually a continuous
decision support for running a plant of identical
on/off processes under time-variant production
costs, time-variant needs of the product and lim-
ited intermediate storage capacity. The objective
function, required by the optimization, is evalu-
ated through running a dynamic simulation. The
simulation model is based on the TMP pulp pro-
duction and flows, predictions of the TMP de-
mand and time variant electricity costs. The ob-
jective of the deterministic case is to minimize
overall electricity costs while taking into account
the limited tank volumes between TMP plants and
paper machines.

SIMS 45
METHODS FOR HANDLING UNCERTAINTIES IN DYNAMIC
SIMULATION AND OPTIMIZATION:
CASE TMP PLANT
Petteri Pulkkinenl, Risto Ritala
Institute of Measurement and Information Technology,
Tampere University of Technology, P.O. Box 692, FIN-33101 Tampere
Abstract
The optimization problems for industrial processes have three characteristic properties which make
them difficult to solve. Firstly, the decision variables often have to be integer, for example: the
number of refiners running. Secondly, most of the measurements are stochastic. Ignoring the effect
of variability, for instance in process times, would largely limit the practical use of the outcome of
a simulation. Thirdly, the analysis of the problem can be computationally expensive, especially for
more complicated models. Seeking help in designing complex industrial systems, we need a design
optimization strategy that can deal with all three of these characteristics. In this paper we take
steps to include stochastic elements to the simulation and optimization.
KEY WORDS: stochastic, simulation, optimization
Nomenclature
<F(t)> average (of white noise)
fo deterministic flow
Sou outflow
Sumit production speed of one refiner
P probability
X, random variable
N(f) refiner schedule
M sequence of random variables
140 volume of the tank
F@ white noise
Q discrete state space
c standard deviation
T t-ty
Introduction
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As the simulation requires predictions about the
future, we must decide how to deal with the un-
certainty. It is possible to proceed to optimize the
TMP production assuming the predictions to be
accurate. This assumption is well motivated if

a) the probability distribution of predicted
properties is narrow around mean

b) the width of the distribution is similar for
all TMP production scenarios

When the assumptions are not well motivated the
optimization must deal with other aspects of pre-
dictions than predicted mean.

In this paper we discuss how the uncertainty en-
ters to the objective through e.g. risk premium.
Then we present methods for handling uncertain-
ties in dynamic simulation and optimization. In-
stead of mean or fixed (guessed) values, the full
probability distributions are used. Stochastic fac-
tors in the model are either white noise type of
uncertainty caused by the process fluctuation, or
the probability for the line break in the paper ma-
chine. Added stochasticity makes the simulation
and optimization results more realistic. The opti-
mization tool actually supports the decision mak-
ing by giving not only the hard results but also the
figures for evaluating the probability of the good
decision. This leads to the fact that the process is
optimized also psychologically, through improved
user acceptance.

Description of the case

Paper consists of a mix of fibers, mineral fillers
and chemicals. In particular, in printing paper
mechanically disintegrated fibers are the main
ingredient. Thermo-mechanical pulping is one of
the two most common mechanical fiber disinte-
gration technologies.

TMP is produced by disintegrating fibers through
a mechanical action on wood chips in a high tem-
perature and pressure environment generated by
steam addition. TMP plants consist of electrically
operated refiners. TMP plant contains typically of
3-8 parallel production units, each having in series
a primary refiner for disintegrating the fibers and
a secondary refiner to trim their properties for the
end product. In what follows we shall consider the
pair of primary and secondary refiners as a single
production unit and call it a “refiner line”, or
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where obvious, simply a refiner. Furthermore, due
to quality and cost reasons, it is sensible to oper-
ate a refiner only at full production capacity and
therefore a refiner’s state can be referred to as a
binary variable, or as either “on” or “off”.

To ensure the quality properties of TMP, the pulp
is screened and further improved with reject refin-
ers. We shall assume the operation of screening
and reject refiners as constant but with capacity
limitations. The production of refiner lines is col-
lected to one or several intermediate tanks, out of
which they are distributed to one or several paper
machines.

The process requires a large amount of energy,
2.0-3.5 MWh/ton pulp and a TMP plant produces
between 500-1500 tons a day. Much of the energy
is transferred into steam and is recovered for the
drying area of the paper machines. Electricity
consumption comprises a large amount of the
variable production costs and offers an area of
optimization and cost savings, since the electricity
cost varies strongly during one day.

The plants are designed to produce enough pulp
while running below full capacity to allow for
plate changing, process fluctuations, unscheduled
maintenance and other operational constraints.
This overcapacity opens up possibilities to opti-
mize electricity costs based on the margin pro-
vided by daily fluctuations of the free market
electricity price. A TMP production schedule
must meet the demands of the paper machines
while not exceeding the storage capacity between
the TMP plants and PMs. The storage capacity is
large enough to allow electricity cost optimization
of schedules.

In order to minimize the operating costs, the TMP
production schedule will be optimized around the
market energy price and constraints of the mill.
The model to predict TMP plant behaviour is ex-
tremely simple: the plant consists of maximum 5
identical refiners each producing TMP at a known
rate when on. The flow from each refiner goes to
a storage tank from which a time variant demand
of TMP is taken. The demand is predicted on the
basis of production schedule. The prediction of
electricity cost is available, and the time-invariant
costs of refiner startup and shutdown are known.
Figure 1 illustrates the model.
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Finite storage
volume

5 identical
refiner units;
only off or on

Figure 1. A simple model for TMP plant, to be used in
refiner scheduling optimization.

The main information of the example case is
listed here:

e Optimization target is to minimize the
electricity cost
e Variables which can be manipulated are
startups / shut downs of the refiner lines
o Changes are step changes
e Optimization horizon is 48 hours
o TMP demand (based on paper
machine’s production schedule)
for the optimization horizon is
known
o Electricity price for the optimiza-
tion horizon is known
o Decision interval is 15 minutes
e The number of running refiner lines can
vary between 0 and 5
e Maximum number of the changes during
the simulation horizon is 5
e Power of each refiner line is 11 MW
e TMP production speed is 3.5 t/h/refiner
e The volume of the intermediate tank is
500 m’

Stochastic elements of the case

Essentially all production decision support sys-
tems neglect the stochasticity. This is the most
limiting factor of their applicability. In this paper
stochasticity is present in our simplified TMP
production model in two ways: as a white noise
type process fluctuation and as uncertainty caused
by the random breaks of the paper machine.
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White noise type fluctuation

The volume of the modelled intermediate tank is
controlled by the incoming and outgoing flows.
Incflow is defined by the refiner schedule and the
production speed of the refiners. The outgoing
flow is defined by the demand of the paper ma-
chine that is predicted on the basis of production
schedule. The outflow f,, is a sum of determinis-
tic part and white noise and can be expressed as

Fou (8)= £3(2)+ F(2). (1)

The properties of white noise are defined with
following equations:

(F(t)y=0
(F(t)F(t')y=0’8(t—1")

The volume of the intermediate tank as a function
of time can be expressed with

@)

dv
E:N(t).f;m” _f;)ut (t)’

where N(¢) is the refiner schedule and f,,; is the
production speed of one refiner.

€)

Starting from equation (3) and using equations (1)
and (2), an equation for the probability distribu-
tion of the volume of the tank can be analytically
derived. The equation is defined as

P(’OJtI(N(t)'fw ~ o (t))dt+V(t0) =v] —

fo

[V_V(to)_["f(zv(zmm, ~ (t))dt]

26’1

“4)
where o is the standard deviation and t is (¢-#y).

In order to illustrate the meaning of previous
equations we can select an optimization scenario
and have a look at the graphs. Figure 2 presents
three time series needed by the optimization. In-
flow is defined by the refiner schedule, determi-
nistic part of the outflow is predefined and the
expected value of the volume is calculated based
on flows.
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Refiner schedule, a scenario tested while seeking optimal decision
4 r —\ 4/
3 L L L A

Deterministic part of outflow

Expected value of the volume as a function of time
460 T T T T T T T T

4201

E 100 120 140 160 180
Time

0 20 40 60 80
Figure 2. An example of the optimization scenario.

When stochasticity is added to the model, the
value of the volume can no longer be predicted
accurately. Figure 3 reveals the dramatic change
in the shape of the probability distribution towards
the end of the time horizon.

Time

Figure 3. Probability distribution of the volume.

Adding stochasticity to the model increases the
amount of information but also raises new ques-
tions: “How to deal with it?”

Random breaks on the paper machine

There are several reasons for the breaks on the
paper machine and numerous ways to predict
them. Yet, none of the predictions is above the
others. In this paper we concentrate on the process
where the TMP plant feeds one single grade paper
machine. As the break occurs, there is no demand
for the TMP. This kind of ongoing on / off situa-
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tion can be defined with the Markov chain.
Mathematically the definition goes as follows.

Suppose that M :{Xn}i;o:o is a sequence of

correlated random variables, where each X, comes
from some set €, called the state space. We as-
sume that states Q in can be labeled by the inte-
gers, i.e., Q is discrete. The process is a Markov
chain if it satisfies the Markov condition

P(X :j|Xn:i’Xn—l:xr ’XOZXO):

n+l n—12 "
P(Xn+1 :j|Xﬂ :l)
®)

Fixing an initial distribution P(X, = i) for X, and
the transition probability for X, given X,
P(X,+; = j|X,, = i) determines a Markov chain.

In this case a simple two-state Markov process is
sufficient. Figure 4 illustrates the process. The
process has to states, on (1) and off (0). The prob-
ability for break during next interval, if the ma-
chine is currently running is P;, and the probabil-
ity for recovering from break, if the web is cur-
rently broken is P,.

P4

eolosl
P

2

Figure 4. A two-state Markov chain.

Figures 5 and 6 show how the uncertainty affects
the volume flown out. P; is assumed to be 0.05
and P, 0.5. The initial state is on, the paper ma-
chine is running.

Volume flown out

Figure 5. The evolvement of the probability distribution
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10

20 30
Volume flown out

40 50

Figure 6. The average drifts away from the predicted

Stochastic objective functions and
constraints

All production systems have an element of unpre-
dictability, or stochasticity. Therefore, we cannot
predict the value of our objective as a result of a
set of actions precisely, but it will have a prob-
ability distribution. As far as the variance of the
distributions resulting from two set of actions is
roughly the same, it is sufficient to compare the
mean values of objective. However, rather often
the variances will be different. This is illustrated
in Figure 7 where the probability distributions of
grade change time (objective to be minimized) are
shown for two operational practices. One distribu-
tion has a lower mean (16 minutes) but nonvan-
ishing probability for over 20 minutes grade
change time and the other has higher mean (18
minutes) but is quite predictable below 20 min-
utes.

Probability distribution of grade change time, two operational practices
0.06

Probability
o o o
o o [=)
W = (1

=
o
[

0.01

0 5 10 15 20 25 30
Grade change time

Figure 7. Two grade change options with uncertainty in
the outcome.
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Should the operator / engineer choose option 1
with lower average grade change time but higher
risk for high grade change time, or the one with
higher average, but quite predictable grade change
time?

This decision is entirely subjective and expresses
the decision maker’s (or organization’s) attitude
towards risk. Quite often a systematic attitude
towards risk can be expressed as a “cost of risk”
or as a risk premium added to the objective.

The objective of the example case is to minimize
overall electricity costs while taking into account
the limited tank volumes between TMP plants and
paper machines. Stochasticity can be present in
two ways, as presented in the previous chapter. In
the both cases the stochasticity is in the con-
straints.

In the deterministic case, the feasibility of a solu-
tion can easily be determined. In the TMP case
the volume of the intermediate tank has upper and
lower limits. If these constraints are violated, the
solution is infeasible. However, this approach is
not applicable, if the constraints are stochastic. In
the stochastic case the solution has several differ-
ent constraint values varying around some mean
value. If the mean constraint value is close to the
constraint boundary, the constraint values will be
both bigger and smaller than the -constraint
boundary. Therefore, the same solution can be
considered infeasible or feasible.

For stochastic systems, the end user must decide
whether the constraints are absolute (the probabil-
ity of violation a constraint is zero) or soft (the
probability of violation is less than user specified
probability p > 0). Equipment and safety con-
straints in the early part of decision horizon must
be absolute, but at a later part soft: this will leave
time to react if the evolution of the system is un-
desirable. Constraints based on operational poli-
cies are soft for stochastic systems.
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Conclusions

Essentially all production decision support sys-
tems neglect the stochasticity. This is the most
limiting factor of their applicability. We believe
that decision support for stochastic systems with
applications to production management is an in-
teresting and highly relevant field, but yet at a
research phase. One reason for practical imple-
mentations not having attacked large problems is
the rising of computational costs as the number of
decision variables increases.

In this paper we have taken steps to include sto-
chastic elements to the simulation and optimiza-
tion. The presented stochastic elements and the
ways to deal with them are ingredients of meth-
odology needed in designing practical implemen-
tations. Future work includes further development
of methods and more complex simulation studies.
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CONTROL VOLUME BASED MODELLING OF COMPRESSIBLE FLOW
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Abstract

An approach to modelling unsteady compressible flow that is primarily one dimensional is
presented. The approach was developed for creating distributed models of machines with
reciprocating pistons but it is not limited to this application. The approach is based on the integral
form of the unsteady conservation laws for mass, energy, and momentum applied to a staggered
mesh consisting of two overlapping strings of control volumes. Loss mechanisms can be included
directly in the governing equations of models by including them as terms in the conservation
laws. Heat transfer, flow friction, and multidimensional effects must be calculated using
empirical correlations; correlations for steady state flow can be used as an approximation. A
transformation that assumes ideal gas is presented for transforming equations for masses and
energies in control volumes into the corresponding pressures and temperatures to improve the
scaling of variables and to simplify initial conditions. Artificial dissipation for dissipating
unwanted acoustic phenomena is discussed, and an asymmetric interpolation method with
filtering properties for minimising numerical diffusion without introducing non physical
oscillations is presented. The capabilities of the modelling approach are illustrated with a solution
to a Stirling engine model that provides results in good agreement with experimental data.
Keywords: Simulation, compressible flow, one dimensional, control volume.

Nomenclature L Length of vol. i [m ]
A,;  Cross section at centre of vol. i [m”] M Molar mass of gas [ kg /mol ]
A, Reference cross section in vol. i [m’] I Artificial dissipation coefficient [s/m |
A,,;, Heat transfer area of surface segment & in iz Artificial dissipation coefficient [ s /m ]
vol.i [m’] n, Number of moles in vol. i [ mol ]
¢ Spec. heat at const. vol. [J/(mol . K)] n, Molar rate of flow at centre of vol. i

relative to volume i [ mol / s ]

Ap i Frictional pressure loss in vol. i [ Pa | . Pressurc at centre of vol. i [ Pa |

Average convective heat transfer

conv.i-k DPrean  Mean pressure in computational domain
coefficient between gas and surface [Pa]
segment k in vol. i [V/ (m2 K ) ] D, Interpolated pressure at area change in
h,,; Enthalpy at centre of vol. i [J/mol ] vol.i[Pa ]
E, Total energy in control vol. i [ J ] R Universal gas constant [ J / (mol K )]
F,,; Artificial dissipation force in vol. i [ N ] Gas density at centre of vol. i [ kg / m’]

SRR

F,.; Wall friction force in vol. i [ N ] Internal energy in vol. i [J]

" Corresponding author: Phone: +45 4525 4163,
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Vi Molar spec. vol. at centre of vol. i
[m’/mol ]

Vi Size of vol. i [m’ ]

v Velocity at centre of vol. i relative to x -
coordinate system [m/s]

I7CS Velocity of x -coordinate system relative

to inertial coordinate system [m2/ s |

1, Temperature at centre of volume i [ K ]
T, Wall temperature of surface segment £ in
vol. i [ K]
by Axial space coordinate [ 1 |
Introduction

Simulation and optimisation of many machines
with reciprocating pistons, such as compressors,
engines and heat pumps, are at a threshold. Many
machines in use today have already been optimised
using analytical models or classical numerical
models. In these models significant simplifying
assumptions are made about the fluid dynamics
and thermodynamics of the working fluid in the
machines in order to reduce the complexities of the
models and the efforts required to obtain solutions.
But the simplifying assumptions often limit the
ability of the models to correctly predict machine
performance and hence reduce the likelihood that
the optimum design parameters for the machines
can be found using the models. New modelling
approaches with a more accurate prediction of
machine performance are thus needed to further
optimise the machines. The new modelling
approaches have to remain practical with respect to
the computer power required to perform design
optimisation. In this paper we present a control
volume based formulation suitable for making
distributed models of unsteady compressible flow
that is primarily one dimensional. The method was
developed for use in Stirling engine models where
it has been successfully applied [1].

We work with Stirling engines, and hence we
present the modelling approach with Stirling
engine simulation as background. However, the
approach is not Stirling specific, and we believe it
is applicable in other fields of engineering.

Related methods

The choice of modelling approach for
compressible flow in a reciprocating machine
depends on the type and geometry of the machine

Proceedings of SIMS 2004
Copenhagen, Denmark, September 23-24, 2004

120

to be modelled and on the phenomena that need to
be resolved. It is also important to remember that
steady state solutions, that are periodic in nature
due to the reciprocating piston movements in the
machines, are usually needed to optimise the
steady state performance of the machines. Steady
state periodic solutions can be found either by
successively simulating a sufficient number of
revolutions or by using specialised numerical
methods, such as shooting or collocation, for
solving boundary value problems. The number of
revolutions that must be simulated to find a
periodic steady state solution depends on the
model, numerical method, and initial guess;
including the heat capacity of the structural
material of the machines in models is likely to
cause slow convergence towards periodic steady
state.

If multidimensional phenomena must be resolved
then two- or three dimensional models are needed.
Significant efforts have been put into applying
software developed for computational fluid
dynamics (CFD) to model reciprocating machines.
CFD can be a powerful tool but, as explained in
the Best Practice Guidelines of ERCOFTAC [2], it
is very computationally intensive if accurate
prediction of heat transfer and friction is needed
and if the accuracy of solutions must be verified. In
a recent study by Mahkamov & Djumanov [3] the
commercial CFD code Fluent was applied to
model the internal gas circuit of a Stirling engine.
The gas in the engine was modelled using a
relatively coarse mesh. Constant surface
temperatures were prescribed in tubular- and
porous matrix heat exchangers where empirical
correlations were used to model heat transfer. The
remaining internal surfaces of the engine were
assumed adiabatic. Computations were performed
on a cluster of three 2.8 GHz Dual CPU PCs and
the simulations lasted approximately a day pr.
revolution. The thermal inertia of the steel in the
engine was not included and only a handful of
revolutions were needed to approach periodic
steady state conditions to the accuracy desired in
the study.

Before multidimensional CFD is chosen for design
optimisation it should be carefully considered if
the time required for such computations is
acceptable and if CFD will actually deliver any
needed information that cannot be obtained with
faster methods. When it is possible to use one
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dimensional representations of the working
volumes of, for example, reciprocating machines
then models can be formulated that can be solved
for steady state solutions in minutes or even
seconds.

One dimensional models provide little information
about transverse gradients and hence they must
rely on  empirical  correlations  and/or
approximating temperature- and velocity profiles
for calculating heat transfer and flow friction.
Many Stirling machines can be modelled using one
dimensional models because the governing
phenomena in such machines, i.e. heat transfer and
pressure losses, occur in flow channels that are
long compared to their diameters. A traditional
approach, described by Uriele & Berchowitz [4],
where the effects of different loss mechanisms are
added as correction terms to the calculated
performance of idealised machines, is still in use in
many Stirling engine models. This approach
requires that the losses are decoupled from each
other and they do not have significant impact on
the thermodynamic cycle of the machines; these
assumptions can be hard to justify and hence it is
desirable to use model formulations where loss
mechanisms are included directly in the governing
equations,

There appears to be two main approaches for
formulating one dimensional models: Either to
discretise the differential forms of the one
dimensional governing equations for fluid flow or
to apply the integral form of the equations to a
string of control volumes. The first approach has
been employed, for instance, in the work of
Gedeon [5][6] where the discretisation in space is
combined with a temporal discretisation so that the
resulting finite difference equations can be solved
directly for a periodic steady state solution.
Applying the integral form of the equations, i.e.
applying the balance equations for mass, energy,
and momentum, has the advantage that the
resulting equations are meaningful regardless of
the shapes of the control volumes and how the
volumes are connected; when discretisation of the
differential forms of the equations is performed
mathematical attention must be paid to flow area
discontinuities in order to maintain a meaningful
formulation, as discussed by Bauwens [7].
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The method presented here

The modelling approach presented here is based on
the integral form of the conservation laws for
mass, energy, and momentum applied to a
staggered mesh consisting of two overlapping
strings of control volumes. Conservation of mass
and energy is applied to one string and
conservation of momentum is applied to the
second string. The control volumes to which
conservation of momentum is applied are located
so that their centres coincide with the boundaries
of the control volumes where conservation of mass
and energy is applied. This is the common
approach of the finite volume method of CFD, and
it assures direct coupling between pressure and
velocity and hence yields stable and bounded
solutions. The resulting formulation is conservative
with respect to mass, energy and momentum. Loss
mechanisms are included directly in the governing
equations by including them in the balance
equations. A transformation is presented that uses
the ideal gas equation of state to obtain a well
scaled system of first order ordinary differential
equations (ODEs) to which realistic initial values
can easily be provided. Empirical correlations and
correction factors for steady state flow, that are
readily available in the literature, can be used for
estimation of heat transfer, flow friction and multi
dimensional effects. Asymmetric interpolation
methods with filtering properties are used for
interpolating temperatures at control volume
boundaries in order to minimise the numerical
diffusion, that can accompany advective energy
transport, without introducing non-physical
oscillations in solutions. Because the approach
results in models that describe fully compressible
flow, solutions to the models may include acoustic
phenomena. If acoustic phenomena are of little
interest they may represent a large and unwanted
computational overhead if they oscillate at
significantly higher frequencies than the rotational
frequencies of the reciprocating machine. For this
reason artificial dissipation can be included in the
momentum balance to quickly dissipate such
acoustic waves.

This paper contains an overview of the modelling
approach and shows an example solution to a
Stirling engine model created wusing the
formulation as illustration.
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Method

Discretisation

The gas filled domain is discretised into a one
dimensional staggered mesh of control volumes as
shown in Figure 1. In the following ODEs for the

pressure p, and temperature 7; at the centre of a
solid line control volume and an ODE for the
velocity V; at the centre of a dashed line control

volume are derived.

Figure 1: A staggered mesh of control volumes

The mass and energy balances

The mass balance, on molar basis, for volume i is
written as follows:

dn, . Vi A, ViAo )
a0
Vm,j Vm,j+1
Advection

In writing the energy balance for control volume i
it is assumed that the kinetic and gravitational
potential energies in the control volume are of

negligible magnitudes so that the total energy £,

in control volume i equals the internal energy U, .

dE, dU, . M
Advection
. M -,
nj+1 ' (hgas,j-#l + ? ' Vj+] J + (2)
Advection
av,

thonv,i,k : Aht,i,k : (T;v,i,k - T; ) - pi :

. dt

Convective heat transfer from walls Volume change
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Here only changes in U, due to advection,

convective heat transfer, and volume change are
included; Additional mechanisms, such as axial
heat conduction or internal heat production, that
affect the energies in the control volumes may be
included as additional terms if needed. Note that
the gas in volume / may exchange heat with more
than one surface.

Transformation of mass and energy balances

Models can be formulated directly using the mass
and energy balances in (1) and (2) but doing so
may not be optimal. If the computational domain
contains control volumes of different sizes then the
masses and energies in the volumes will also differ
even if the pressure and temperature are constant
throughout the domain. If the sizes of the control
volumes differ by orders of magnitudes then the
corresponding differences in the sizes of the
masses and energies can make it more difficult to
accurately solve the ODEs for the masses and
energies due to bad scaling of the variables. A
transformation of the ODEs for masses and
energies into ODEs for pressures and temperatures
is desirable because it can improve the scaling of
the variables and at the same time make it easier
for an engineer to provide realistic initial values to
a model. For an ideal gas, using p-V=n-R-T,

U=n-u,and du:cv(T)dT,gives:

dT, 1 dU. U, dn,
i [ i i, 1] (3)

t onc(T) \ dt _n_lz

dp, _, [Lodn 1 dL_ L AV
dt nodt T dt V, dt

The transformation defined by (3) and (4) can be
used with the derivatives calculated in (1) and (2)
as input. The transformation can be enhanced by
scaling the units of the pressures and temperatures
between the model and the numerical method. (3)
and (4) require unscaled units but the numerical
method may integrate the pressures and
temperatures in units of, say, MPa and hK (hekto-
Kelvin) if this helps to achieve better scaling of the
variables.
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The momentum balance

The momentum balance for the dashed line control
volume j is written as (5).

d(M'nj I7j)
dt
Py A —piA,+ ﬁj '(Ac,i - Ac,i—l)

Pressure forces

+M .(171'—12 : Ac,i—l _ I71'2 ’ Ac,i ]

vm,z’—] vm,i
Advection
N
‘17 ‘Eva//,j‘ + FAD,j
Y Artificial dissipation

Wall friction

dv,
— M- n, - cs
dt
Acceleration of coordinate system (5)

By expanding the accumulation term on the left
hand side in (5) the time derivative of the velocity
in volume j becomes:

ar, 1

dt M-n '

J

Pi 'Ac,i—l - P Ac,i + f’,- '(Ac,i - Ac,i—l)

Pressure forces
171'7 A (= 74
+M(#(Vl_l _V])
Vi-d, - -
—;%“(K—%ﬂ

Advection and accumulation

4
T "Fwa//,j“" FAD,j
VA —
J Artificial dissipation
Wall friction
7 (6)
B dV
dt

g
Acceleration of coordinate system
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In the following the term Ap, ; is used to

represent the absolute value of the pressure
loss caused by flow friction between the inlet

and outlet of volume j. Ap,, can be

approximated by using empirical correlations
for the friction factor and loss coefficients
developed for steady state flow. The term
F in (6) can then be approximated by

wall, j
multiplying the pressure loss with a cross
sectional reference area 4

eref,j °

Emll,j = Apf,j 'Ac,ref,j (7)

It appears appropriate to choose 4

.ror.; 10 be equal

to either A A or some mean value in

,i—12 i

between these two cross sectional areas.

To determine the pressure p ; 1n (6) acting on the

area difference between the inlet and outlet of
volume j, we impose the condition that (6) must
match the energy equation for steady state
incompressible flow in a stationary tube, i.c. the

extended Bernoulli equation, between X, ;| and X,

when  gravitational
neglected:

72 72 '
Pt P = Pt e | == Ap,, (8)
2 2 \ \

It can be verified by insertion that this is achieved

potential  energies are

‘w

<

~

if the pressure p ; 1s calculated using either (9) or
(10) and the artificial dissipation force is zero.
Note that the last terms in (9) and (10) simplify

greatly if 4 is chosen equal to either 4, | or

c,ref,j
Acﬂl
2 Ar,i
p,=p+ pj'Vi ’ I_T
c,i—1
A, .
c,ref _1 _ (9)
+ AC’FI L A
1 ‘—‘ Ly,
C,i _1 j
A o
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(10)

(9) and (10) give [?]. as the pressure in a solid line

control volume plus two correction terms. At flow
area discontinuities, such as the location where a
tube connects to a large chamber, the correction
terms containing the square of the velocity can
cause instability. To avoid instability the choice
between (9) and (10) should be made so that the
squared velocity is as small as possible, i.e. so that
the extrapolation from the pressure in the solid line
control volume is as small as possible. In practice

this can be done by using (9) where 4, > 4, |

and using (10) elsewhere.

Artificial dissipation

The artificial dissipation force £, ; is included to

quickly dissipate acoustic waves. This has been
useful when simulating Stirling engines where
there are no valve movements or internal
explosions that generate acoustic waves that are
important to engine performance. The acoustic
waves generated by, for instance, poor initial
values represent an unwanted computational
overhead. We use (11) for calculating the artificial
dissipation force.

N ov ov
Fup, = _M'lj'(Ac,il'a_x - c,i'a_x ]
i—1 1 (1
oV oV
+i 1A = L B
/le j [ c,i—l1 ax3 L C,i a 3 iJ pmmn

The terms in (11) proportional to the first
derivative of the velocity can be considered similar
to a viscous normal stress [8]. The terms
proportional to the third derivatives of the velocity
cannot easily be linked to physical effects. The
terms proportional to the third spatial derivatives
of the wvelocity inhibit oscillations between
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neighbouring pairs of control volumes, and hence
dampen oscillations with a short wavelength
compared to the length of the computational
domain. The terms proportional to the first spatial
derivatives of the velocity penalize curved velocity
profiles and hence dampen oscillations with longer
wavelengths. The artificial dissipation force is
scaled by a mean pressure that should be
representative for the region where the artificial
dissipation is applied. In our simulations of Stirling
engines we have used the time varying average
pressure in the engine for the scaling.

Care must be taken not to apply the artificial
dissipation forces so that they interfere
significantly with the mean solution. Therefore the
artificial dissipation coefficients should not be too
large and (11) should not be used where flow arca
discontinuities, localised pressure losses, or similar
affect the velocity derivatives in (11). We have not
observed problems from simply switching the
artificial dissipation terms off, when any of the
dashed line control volumes containing the
velocities used for calculating the derivatives in
(11) contain flow area changes or are prescribed
localised pressure losses to model inlets, tube
bends, or similar.

The magnitudes of the artificial
coefficients 4 and £, must be large enough to

dissipation

yield the desired smoothing effect and yet small
enough to not significantly affect the mean
solution. We test for the first by visual inspection
of solutions and for the latter by inspecting the

ratio FAD’j/F

wall.j |- In our simulations of Stirling

machines with Helium, Nitrogen, or air at
pressures in the range of 1-10 MPa we use the

values 4 =1.0-10"s/m
i, =2.0-10°s/m.

and

Interpolation of state variables and velocities

The pressures p; and temperatures 7, at the
centres of the dashed line control volumes and the
velocities 171 at the centres of the solid line control

volumes are used both explicitly and implicitly,
through gas property calculations, in equations (1)
through (10). Since the formulation does not yield
these values directly they must be approximated
from known values. We use interpolation for the
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approximations to increase the accuracy, i.c. the
order, of the spatial discretisation, to reduce the
number of control volumes needed to obtain
accurate solutions.

p, and I7l are interpolated using interpolating

polynomials through known values distributed
symmetrically around the point of interpolation;
we use linear interpolation next to the boundaries
of the computational domain and next to flow area
discontinuities and cubic interpolation elsewhere.

T, however, is interpolated using asymmetric

interpolation methods with filtering properties in
order to avoid the well known problem of non-
physical oscillations in solutions due to the
discretisation. Kiihl and Schultz [9] presented an
interpolation method based on a blend between
symmetric linear interpolation and linear
extrapolation through two upstream points. In our
experience the oscillations are better reduced by an
interpolation method based on a cubic polynomial
that goes through one upstream point and two
downstream points and whose first derivative at
the upstream point equals the slope of the tangent
through two upstream points, as illustrated in
Figure 2. If the four solid line control volumes

closest to x; are of equal length then 7, can be

interpolated in this way with the stencil (12). We
do not use this interpolation method across flow
area discontinuities or at the ends of the
computational domain. Here we resort to either the
interpolation method by Kiihl and Schultz or to
symmetric linear interpolation depending on how
many neighbouring values are available for the
interpolations.

Figure 2: Asymmetric cubic interpolation
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Tj:

1 —
5'(_6 T72+27 T71+12'T;_7—;+1),I/J20(12)
é (-I,,+12-T,,+27-T,-6-T,,),V, <0

Example: A Stirling engine model

To illustrate the capabilities of the modelling
approach we present a solution to a one
dimensional Stirling engine model created using
the formulation. For illustration purposes engine
specific details have little relevance as do many
details specific to the model; the following
introduction is thus a short one. A more detailed
description of the model and engine along with an
experimental validation of the model can be found
in [1].

The working volume of a Stirling engine consists
primarily of a cold and a hot cylinder volume and a
serial connection of heat exchangers, viz. a cooler,
a regenerator, and a heater, that connect the
cylinder volumes. The cooler and heater are
tubular heat exchangers and the regenerator is a
void filled with a porous matrix with a large heat
transfer area. During operation the sizes of the
cylinder volumes vary in a periodic fashion so that
that the gas is alternately compressed, pushed
towards the hot cylinder volume so that the gas is
heated, expanded, and pushed towards the cold
cylinder volume so that the gas is cooled. The
heating and cooling of the gas influences the
pressure in the engine and when the expansion
occurs at a higher average pressure than the
compression then work can be extracted from the
engine cycle. During operation a large temperature
difference builds up across the regenerator and the
regenerator matrix then acts as a thermal heat
storage. When gas is flowing towards the cooler
the matrix absorbs energy from the gas and when
the gas flow is reversed the gas absorbs the
deposited energy from the matrix. In this way the
regenerator minimises the amount of energy that is
carried from the heater to the cooler by the
working gas.

A distributed model of a Stirling engine is
desirable because of the large spatial and temporal
variations in the properties and velocities of the
working gas internally in the components of the
engine. The discretisation of the working volume

WWW.SCansims.org



SIMS 45

used in the Stirling engine model, ie. the

computational domain, is illustrated in Figure 3.

Symmetry
axis

Piston clearance gap

T
[NNRRARERINN

} Hot cylinder volume
Manifold

Heater

Manifold

Regenerator
Manifold

== Cooler

I Manifold
| Cold cylinder volume

Figure 3: Discretisation in Stirling engine model

The domain contains the major components of a
Stirling engine along with some manifold volumes
and a long thin gap that exits in the clearing
between the piston and cylinder wall in the hot
cylinder volume. The model is made so that the
cylinder volumes and manifold volumes are
lumped into single volumes whereas the cooler,
regenerator, heater, and piston clearance gap are
represented by strings of control volumes so that
the effects of axial variations in gas properties and
velocities in these components are included in
solutions to the model. The discretisation can be
locally refined where large gradients exist in the
solutions. Where parallel flow paths exist, as in the
tubular heat exchangers, they are lumped together
into single flow paths in the discretisation; the
exact geometry is only taken into account when
calculating heat transfer and flow friction. The
control volumes in the piston clearance gap follow
the motion of the piston and all other control
volumes are stationary in space. The steel in the
engine is also discretised and modelled so that wall
temperatures and heat conduction in the walls can
be determined. The model thus deals with
reversing flow and large pressure and temperature
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oscillations in a computational domain with both
stationary and moving control volumes, and with
the coupled thermodynamics of the gas and the
steel in the engine. The pressure in the engine goes
as high as 10 MPa, but the temperatures are such
that the inaccuracy introduced by the ideal gas
assumption in (3) and (4) is just acceptable when
compared to other inaccuracies in the model. The
example solution presented below was computed
using the in house software MusSim (Multi
Purpose Software for Simulation).

Results and discussion

To illustrate the capabilities of the modelling
approach presented above Figure 4 shows how the
pressures, pressure losses, temperatures, and
velocities vary in time in a solution to a Stirling
engine model created using the modelling
approach.

In Figure 4 the topmost plots shows the variations
in time of the pressure and the shape of the
computational domain, but it is difficult to see any
spatial pressure variations. The second plot shows
the difference between the pressure in different
areas of the domain and the pressure in the cold
cylinder volume. The pressure difference changed
sign twice in the cycle because the flow direction
of the gas in the serial connection of heat
exchangers changed direction twice. It can be seen
that the pressure gradients became larger in the
porous matrix of the regenerator than anywhere
else in the engine.

The effects of inlet pressure losses are also visible
in the plot of the pressure differences in Figure 4.
The clearest example is at the inlet from the hot
cylinder volume to the heater at approximately 90
degrees crank angle; here a pressure drop was
caused by the acceleration of the gas from almost
stationary in the hot cylinder volume to the flow
speed in the heater and by an inlet pressure loss
coefficient that was applied at the inlet. Wave
phenomena are most visible in the plot near the hot
cylinder volume in the last quarter of the
revolution. They were induced when flow reversal
caused a momentary dip in the powerful heat
exchange predicted by the empirical correlations
used in the model. Note that the visible waves are
in the time wise direction; no waves can be seen
travelling along the domain.
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Figure 4: Variations in space and time (plotted as

crank angle) of pressures, pressure losses,
temperatures, and velocities in a solution to a
Stirling engine model
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The third plot from the top in Figure 4 shows the
large variations in temperature in the domain
caused by the volume changes of the domain and
by heat exchange. Steep temperature gradients can
be seen in the regenerator and in the hot piston gap
where numerical diffusion was minimised by the
interpolation methods used in the model. The
temperature variations in the regenerator are small
due to the powerful heat exchange and the large
heat capacity of the regenerator matrix.

The bottom plot in Figure 4 shows the flow
velocities in the domain. The velocities are plotted
as positive when the flow was towards the hot
cylinder volume. Abrupt changes in velocity are
clearly visible at the area discontinuities between
the components. The largest velocities can be seen
in the heater of the engine where it is just visible
that velocity changes travelled along the domain;
they did not occur simultancously throughout the
domain.

Conclusion

A modelling approach for making one dimensional
models of compressible flows has been presented.
The capabilities of the approach have been
illustrated with an example solution to a distributed
Stirling engine model created using the approach.
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Abstract

The pyrolysis model presented in this paper ctsmgisa coupling between a heat transfer model,

a chemical model for the thermal decompositiothef pyrolysed material and a simplified mass
transfer model for the resulting gaseous phaserder to avoid the use of complicated partial
differential equations systems for the description of the heat and mass transfer phenomenons a
nodal method is employed. The chemistry beingatly linked to the heat transfer the model
allows very simple use of different types ofeatical mechanisms suitable for various types of
biomasses. A simplified approach for the masssfeaxrmodel is currently under construction thus

only some preliminary results are presented.

Keywords:biomass, pyrolysis, modelling

Nomenclature s solid
T tar
Co specificheat[J/kg/K] W wood
k reaction constants'fk _
K permeability{m?] Introduction
m masgkg]
m mass flow [kg/n¥s] As a result of the present environmental context
p pressur¢Pal more and more attentiois given to the biomass
S surfacdm?] conversion technologies as green energy sources.
t time[s] This fact accents the need for accurate models that
T temperaturéK] can predict thermal decomposition behaviour and
u velocity[m/s] that can assist the scale up of new types of
Ve controlvolume[m?] installations.
X distancgm] This work aims to investigate the opportunity of
implementing a new type of model that can
Greek letters provide fast but accurate information regarding the
Ps apparent density [kg/h thermal decomposition of biomass. The model
€ bed void fraction combines a nodal numerical method, usually
o) heat flux [W] employe_d for heat transferases, with a chemical_
m fluid viscosity [kg/m/s] mechanism for the thermal decomposition and with
a simplified mass transfer model. The result is an
Subscripts unsteady state model that can predict, depending
C char on the material properties and the chosen chemical
9, G gaz sub-model, the parameters of the pyrolysis process.

The model also allows the study of the influence of
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Copegkagesy ReMEHgBeRLTPEE I3t azvan@hotmail.com



SIMS 45

different reactor geometries on the global process nodes usually varies from a few millimeters to a

and, as a result, it offers the scale up possibility. few centimeters. The filled points correspond to
the reaction volume wile the unfilled points

Reactor geometry represent the boundaries. The interactions between
a boundary point and a reaction point are defined

As stated earlier, the model should be able to study Separately due to the particularity of various
the influence of the reactor geometry on the overall Phenomenons in their vicinity.

pyrolysis process. However, it is generally
admitted that the geometry of the reactor can only
significantly influence its heat transfer capabilities,
such the surface to volume ratio for example. Since
the non oxidative pyrolysis is a mainly
endothermic process it is highly dependent on the
temperature, thus dependent of the amount of heat .
introduced into the reactor through the walls. From
this point of view the advantage lies with the
geometries that provide a bigger heat exchanging
surface for a constant volume.

Regarding the numerical the symmetrical
geometries are preferred since they are more
representative for the actual industrial installations.

The numerical method

The nodal method is widely used for the heat
transfer modelling of non homogenous media in
steady or unsteady state. It allows the construction
of simple heat transfer models by linking
interacting elements and is more adequate for this
type of problems comparing to the finite volumes
or finite elements methods. The principles of this
numerical method are discussed in [1], [2] and [3].
For better understanding all the concepts of the
nodal method will be exemplified on the reaction ™ ° ° o}
volume presented in figure 1. It is filled with
spherical biomass particles with the same diameter
forming a porous bed. If the bed is considered
homogenous and isotropic an  annular
discretization like the one shown in figure 1 can be [ ° o o
applied. The result is a two dimensional nodal grid.
However, if the zoneis not homogenous and
isotropic, a more complex discretization pattern
has to be employed, hgserting several separation !
planes passing through the axis of the cylinder. Figure 2: The nodal grid

The nodal numerical method implies that the entire

control volume is concentrate in a single point in The algorithm of the nodal method implies that the
the centre of the volume and the temperature is value of a certain parameter at the current time step
assumed uniform within a control volume. is calculated using the available data from the
For the annular shaped volumes the resulting nodal previous time step. This explicit technique allows
grid is presented in figure 2. It represents a half analytical solving of differential equations
axial cross section of the cylinder as it is considering that certain parameters remain
discretized in figure 1. The distance between the constant during the imposed time period. This

Figure 1: The reaction volume and the
discretization

O ©) ©)
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simplification eliminates the need of iterating or

geometry. Theb; flux represents the source term

solving complex systems of equations and provides for the nodei and it is a function of the heat of

a fast calculation method with minimal precision

loss. However, the method requires a low time step
for some of the occurring phenomenons. An

analysis of the time step is latter presented.

The heat transfer sub model

The heat transfer modelling of the porous bed
during pyrolysis is based on the previous work
presented in [4]. A number of assumptions are
made in order to simplify the model. First,

depending of the heatingifiguration and the gas

flow in the reactor, a choice has to be made
regarding the temperature field of the solid and
fluid phases. The thermal equilibrium between the
two phases is best suitable if the cylinder in figure
1 is heated only on the lateral side for example,
with the gases escaping through the top side.
However, if the same cylinder is also heated on the
bottom side, the hot gas formed in the lower layers
must pass through the colder superior layers. In
this case the thermal equilibrium is no longer
suitable and two temperature fields need to be
employed for a better description of the heat

transfer phenomenons. In this work, the latter case

is retained.

The heat transfer within the fluid can also be
simplified by assuming that the fluid phase
exchanges heat only by convection with the solid
phase, thus neglecting its own conduction and
radiation. The solid phase radiation and conduction
can be quantified together in a parallel mechanism,
following the heat transfenechanism proposed by
the authors in [4].

The heat transfer equation applicable to the nodal
model is given by [1] for a nodesurrounded by
other nodes:

dT.

: :Zq)ij +Zq)ki

e & 1
dt 5 - )

mC

The term®; represents the flux exchange between
the nodes andj and is expressed by equation 2.

®; =G; - (T -T)) (2)
The G; factor is the conductance between the two

nodes and it is calculated in function of the
material properties and ifunction of the reactor
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reaction in table 1 and tHenetic constants of the
chemical process. If two temperature profiles are to
be taken into account, the equation (1) can be
applied for each phase and the heat flux resulted
form the convection between the two phases can be
included as heat source terms.

The chemical sub model

One of the advantages of this method is its
versatility in the use of various chemical
mechanisms. The kinetic models are best suitable
for the nodal method but combinations between
such models and equilibrium models are possible.
Different kinetic models are presented in [6], [7],
[8] and [9]. The model presented by Mousques in
[9] and shown in figure 3 is chosen to exemplify
the use of kinetic mechanisms.

Figure 3: Chemical model

The wood is decomposed by three simultaneous

primary reactions producing a solid carbonaceous

residue (the char), a pseudo species of condensable
gases (the tar) and a pseudo species of non
condensable gases (the gas). The secondary
decomposition of the tar produces more gas and

char. The reaction constants obey the Arrhenius

formalism and the kinetic data is presented in table

1.

Reaction| A(s") |Ea. (J/mol) | AH; (3/kg)
1 1.4310" |8.86 14 4.18 10
2 4.131¢° [1.12716 [4.1816
3 7.3810° [1.06510 [4.18 10
4 4.2810° [1.08 16 -4.2 1d
5 10 1.08 10 -4.2 10

Table 1: Kinetic data for the chemical model [8]

This chemical model supposes that all the reactions
are first order decompositions. The parameters
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used for the expressions of the kinetic laws are the imposed time step. The fluid velocities can be
give by equations 3 and 4. obtained knowing the pressures in each node and
using Darcy'’s law for porous media:

my
Ps =T (3)
V, us=— K op (9)
m U OX
Py=—, @
& Ve Patankar in [3] recommends defining a secondary

grid. This new grid will have as nodes the
The two parameters represent the apparentinterfaces between the adjacent cells and the
densities of the solid or gaseous pseudo species. Invelocities will be disposed as in figure 4. Since the
the case of the solids, the density is relative to a pressure data is available in discrete positions, the
control volumeV,. while for the gases it is relative  equation (9) has to be slightly modified. Equation
to the void volume avkible in the same control  (10) represents a more suitable form of the Darcy

volume. law.
The mass balance for the four pseudo species
involved in the pyrolysis process is given by K Ap 10
. Uu= — ——
equations (4) to (7). o Ax (10)
d
%:—(kl+k2+k3)pW (5) The term Ap represents the pressure difference

between two neighbor nodes afil represents the

dp i
dtc =Ky pu +Ks - oy (6) distance between the nodes.
do
dtG=k1'pW+k4',0T (7)
dp oN
dtT =k2'PW_(k4+k5)'pT (8) /I\UIN
The heat of different reactions in table 1 provide Uiw | Ue E
means of calculation for th®,; terms in equation wWe <—¢ o < ()
(2). TUIS
The versatility of this approach lies in the fact that :
for a different material, characterized by different
reaction mechanism, the equations (5) to (8) are S
easily replaceable with those resulted from the new o

mechanism. However, the mass balance for the
fluid phase for each control volume must include
the terms describing the flow of the gasses in the
reactor.

Figure 4: The velocities grid

The mass transfer between two nodes can be
evaluated using the calculated velocity and the

common surface of the two nodes.
The mass transfer sub model

If the heat transfer and the chemistry are easily M, =U§pg (11)
integrated with the nodal method concepts, the Ve
fluid flow component represents the difficulty of

this method, mainly due to the transitory nature of Besides the convective mass transfer, a diffusional
the global process. mass transfer component can also be defined using
The first approximation to bmade is to consider @ mass transfer coefficient. In this model however,

all the gasses as ideal. This allows the evaluation there is no need to account for this kind of mass

of the pressure build up in each grid node during transfer.
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Coupling of the occurring
phenomenons and results

As stated before, the method used to build the

pyrolysis model links three sub models describing

three different phenomenons. Some difficulties can

arise in deciding the order in which the sub models

are to be applied. The logical chain of events is:

1. the heat transfer that determines the
advancement of the chemical reactions;

2. the chemical reactions caused by the 400 50 100 150 200
transferred heat, causing a rise of the pressure
in the affected nodes; Figure 5: Solid temperature field (t=1000s)
3. the flow of the gas produced by the chemical .
reactions, causing a redistribution of the pw (kg/m)

gaseous reactants and determining a new

convective heat transfer component between

the gas and the solid.
The first step of the calculation chain can be one of
the three, but their calculation order should be
respected since it represents the causal chain of the
process. 250
Another major difficulty of this method is the
effective use of the mass transfer sub model as it is
presented in the previous section. The problem 350
consists in the fact that the gas flow phenomenon
has a very small time constant compared to the
heat transfer and the chemistry time constants. This Figyre 6: Wood apparent density field (t=1000s)
problem causes unacceptable simulation delays
and for this reason the mass transfer mechanism
should be implemented by separating the mass
flow phenomenon of the rest of the processes.
The following results are preliminary and they are
calculated neglecting the occurrence of the gas
flow in the reactor. While this situation is indeed
far from the reality the presented results are only
shown in order to illustrate the capabilities of the
nodal method.
Figure 5 presents a type of result obtained for the
temperature field within a reactor similar to the one
in figure 1, heated on the side surface with 800K
and on the bottom surface with 1000K. The main
grid has 400 vertical nodes and 200 horizontal
nodes, for a length of the cylinder of 40cm and a
radius of 20cm. The simulation time is 1000
seconds with a time step of 0.5 seconds. Figure 6
presents the biomass apparent density figld(
from equation 5) in the same reactor and in the
same conditions.

300

250

200

150

100

300

50

400 o

50 100 150 200

Preliminary sensibility tests

Even if the results obtained so far are not
guantitatively accurate they allow a study of
sensibility of the method to different parameters
such as the grid discretisation or the time step.

The time step sensibility

The time step influence is very important,

especially when solving analytically the equation

(1). The most important differences appear on the
reaction advancement front, visible in figure 6. The
tests made in the same conditions and shown in
figures 7 and 8 sustain this observation.
Furthermore, it seems that larger the distance
between the nodes produces an increased
sensibility to the time step (results not shown

here).

Figure 7 represents three temperature profiles
calculated for a time step between 0.1 and 1
seconds, at 390mm from the top of the reactor.
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This zone is the most sensible due to the fact that

here the gradient of the apparent wood density is

highest. The profiles in figure 8 at 200mm confirm
the previous conclusion, this time the differences

appearing on the vertical reaction front.
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Figure 7: Solid temperature profiles at 390mm
from the top (t=1000s) (400x200 nodes)
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Figure 8: Solid temperature profiles at 200mm

from the top (t=1000s) (400x200 nodes)
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Figure 10: Wood apparent density profiles at
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The meshing sensibility

The test for the grid spacing sensibility are made
for the same conditions as previous tests, for a time
step of 0.1s. The retained data is presented in
figures 11, 12 and 13.

Figures 11 and 12 compare the temperature

The same effect can be observed for the chemical profiles obtained for the first layers of the bed at
data. In this case however, the differences are 20mm, 10mm, 8mm and 5mm grid spacing with
bigger due to a high sensibility of the kinetic
constants to the temperature variations. Figure 9 and 5mm from the bottom of the reactor,
presents the profiles for the wood apparent density calculated with a 1mm grid spacing. The results
on the reaction front at 390mm from the top of the
reactor for the three considered time steps. In
figure 10 at 380mm from the top, where the
temperature is lower and the radial reaction front
has not reached yet, the more noticeable
differences are on the axial reaction front, close to

the wall.
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the corresponding profiles at 20mm, 10mm, 8mm

show that for a discretisation of less than 10mm,
the temperature profiles are acceptable.

The chemical data seems to be more sensible at the
grid spacing. As the detail in figure 13 shows, the
wood apparent density profiles at 200mm from the
top of the reactor has a pronounced sensibility zone
on the vicinity of the axial reaction front, close to
the wall. The resolutions obtained for 20mm,
10mm and 5mm grid spacing are far from the

WWW.SCansims.org
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values obtained for a 1mm discretisation, thus,

from a chemical point of view, a grid spacing
above the 1mm limit is highly inaccurate and
inacceptable.
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Figure 11: Temperature profile comparison at
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Conclusion

This work presents a nodal model of the pyrolysis
process, as a link between a heat transfer model, a
chemical model and a mass transfer model. The
concepts of the method are shown and preliminary
results are used to des@ilthe sensibilities of the
method to the spatial discretisation and to the
imposed time step.

As a perspective, the mass transfer model can be
implemented with the global model to allow the
guantification of gas flow effects on the overall
pyrolysis process.
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CFD Biomass Two-stage Downdraft Gasifier Modelling:
Oxidation-Reduction Zone

Luc Gerun®, Razvan Vijeu, Jérome Bellettre and Mohand Tazerout

Ecole des Mines de Nantes
Department of Energy and Environment

Abstract

The two-stage downdraft gasifier process is numerically analysed in this paper. The developed CFD model
is divided into two parts, the oxidation and reduction zones, whereas the pyrolysis step is taken from
literature. Chemical reactions are treated either by the “EDC” model (homogeneous reactions) and either by
the Multiple Surface Reactions model (heterogeneous reactions). The solid phase is simulated by a
Lagrangian particles tracking.

Although validation remains not completed, the model is in relatively good agreement with the trends taken
from the literature.

Nomenclature
A: Surface area (m?) Y: Mass fraction, Y, = L
C: Concentration (kmol. m™) Mol
C,: Inertial resistance factor (m™)
Cp: Heat capacity at constant pressure (J. kg™. K™) Greek Letters
d: Diameter (m)
Dy,: Molar diffusion coefficient (kmol. m'3) a: Absorption coefficient (m_l)
E.: Activation energy (J. kmol™) oy Permeability (m?).
h: Heat transfer coefficient (W. m”. K™) . Pappareni Vg
h”: Standard state enthalpy (W. m". K'") e: Porosity, & =1- = le
H: Heat of reaction (J. kg o Preal total
I: Radiative intensity (W) &m: Emissivity
k: Thermal conductivity (W. m? K™) N Effectiveness factor
k: Frequency factor (s™) A: Thermal diffusivity (m2 s™)
k. : Arrhenius kinetic rate v: Kinematic viscosity (m2. s™)
km: Mass diffusion coefficient (kg.m?.s™) p: Density (kg. m™)
m: Mass (kg) os: Scattering coefficient (m™)
M: Molar weight (kg. kmol ") o: Boltzman constant (5,67.10° W.m™> K™
n: Index of refraction dr: Thiele modulus

p: Relative pressure (Pa)

¥ y: Stream function
R: Ideal gas constant (8 314 J. kmol™)

R;,: Homogeneous reaction rate (kg. m™.s™") Subscript
R;;: Rate of particle surface species depletion per

unit area (kg. m?s?) eff: effective
R, : Rate of particle surface species depletion g-gas

K T p: particle
(kg. s7) 1: reaction
T: Temperature (K) s solid
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1 Introduction

With the increasing concern for the environmental
problems linked to the power production systems,
the use of biomass as an alternative power source
to the fossil fuels has become more attractive for
the investors. In the perspectives of the Kyoto
agreements, the reduction of CO, emissions gives
to the energy production from biomass a
considerable advantage.

Furthermore, if so far furnaces were the preferred
way of energy production, the gasification with gas
engine-generator technology is beginning to attract
the interest not only of the scientific community,
but also the attention of the industry due to its
efficiency, its environment respect and the
opportunity of producing both thermal and
electrical energy [1].

Biomass gasification is a thermal conversion
technology where a solid fuel is converted into a
fuel gas. A partial combustion by a limited supply
of oxidant, usually air, releases the heat necessary
to the endothermic reactions of pyrolysis and
reduction. The low LHV product gas is mainly
composed by carbon monoxide, carbon dioxide,
hydrogen, methane, water, nitrogen and various
contaminants, such as small char particles, ash and
tars.

Biomass is a particular kind of fuel. It is indeed
often considered as a waste and its price is fixed by
the collecting expenses. That is why small-scale
installations are well adapted to this market. They
allow valorising wastes directly on their production
location.

In this context biomass downdraft gasifiers present
indisputable advantages [1]. A traditional example
is presented in Figure [ [2]. In further models
called two-stage, pyrolysis and
combustion/reduction zones are physically
separated. This low tar level technology only
requires a small gas cleaning unit to prevent engine
fouling problems [3]. Furthermore it is well
adapted to turnover and biomass diversity. Finally
its utilisation is relatively easy and can be highly
automated.

The technology is experimentally well known as
such gasifiers have been used for several decades.
However available kinetics data and the theoretical
comprehension of the physical phenomena remain
still insufficient to build a general accurate model.
Indeed complex chemical reactions occur in the
reactor. They are moreover significantly dependent
of temperature. But the turbulent two-phase flow

and the geometry pattern make difficult to model
accurately the heat transfer. That is why detailed
modelling is required to determine the internal
processes of oxidation and reduction.

In these perspectives, the objective of this study is
to build a CFD model of the combustion-reduction
zone. This tool will then be used to improve the
knowledge of the physical phenomenon and to
improve downdraft gasifiers design. Installation
scale-up and tar level reduction are the two main
aimed applications.

This model is coupled to a heterogeneous
equilibrium based pyrolysis sub-model previously
developed by Vijeu and Tazerout [4]. As described
in Figure 2, they form a global downdraft gasifier
model. This tool can thus be used to design the
whole reactor.

This paper describes the gasifier modelling. Firstly
general equations and simulations tools are
explained. The specificities of each submodel are
then developed. Finally results of simulation are
discussed.

2 Overall modelling principles

Gasifiers are complex reactors in which two-phase
reactive turbulent flow occurs. CFD tool is used in
order to simulate it. Figure 2 shows the geometry
of the simulated gasifier.

A segregated solver solves sequentially the
continuity, momentum (Navier-Stokes equations),
energy, radiation and species equations (N-1
equations for N species).

lwnod

TeL - GFE: ¥ XY Lo WATT

Figure 1: Traditional downdraft gasifier
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Governing equations are converted to algebraic
equations that can be solved numerically by a
control-volume-based technique through a power-
law scheme. SIMPLE algorithm couples velocity
and pressure.

The 2D axisymmetric unstructured grid is
composed of 10,000 cells. Meshing tests have been
performed from 5,000 to 24,000 cells to insure
independence of results.

Simulation is considered as converged when
residuals remain constant at a value below 107
(107 for momentum). The calculation time is
approximately fifty hours on a biprocessor 1.2
GHz computer, when both oxidation and reduction
submodels are running in parallel.

The model is indeed split into two submodels, one
for the oxidation zone, the other for the fixed bed
where reduction reactions occur, as shown in

Pyrolysis products

44_ Air inlet

Airinlet —p— N
Oxidation

Zone

Final gas

Figure 3: Gasifier model geometry
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L Final gas
Biomass Pyrolysis Gas temperature Ox1dat1.0n temperature and
Humidity factor sub- —»{ and composition || -reduction composition
Heating rate model Char quantity sub- Temperature
model field

Ficure 2: Global model description
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Figure 3. The input of the oxidation part is taken
from the pyrolysis model.

3  Ocxidation zone

Reynolds number is around 5,000 at the inlet
where turbulence rate is 1%. The flow is thus
turbulent because of the reactor geometry.
Moreover velocity pattern is complex as
recirculation may occur. A detailed turbulence
model is thus required to simulate these
phenomenon. After a sensitivity study, the RNG k-
¢ model was chosen as the best compromise
between accuracy and efficiency.

Turbulence is also taken into account in the
chemical reaction model, “Eddy Dissipation
Concept” model [5] that calculates Arrhenius rate
at the turbulence time scale. It seems to suit well to
this kind of reactive flow [6].

As temperature exceeds 1000°C in the reactor core,
heat transfer by radiation is predominant. They are
simulated by Discrete Ordinates model [7], a four-
flux method. The gas emissivity is computed by
the cell-based  Weighted-Sum-of-Gray-Gases
model that takes into account the concentration of
CO, and H,O0.

Model equations are listed in Table 1.

Wall boundary conditions are simulated by a low
Reynolds number approach [8].

The chemical mechanism consists in three
oxidation reactions (R1-3), the water-gas shift
reaction (R4) and the methane reformation (R5).

CO +050, ——> CO, (R1)
CH,+ 15 0, ——> CO +2H,0 (R2)

H,+050, —— H,0 (g (R3)
CO +H,0 —— CO, +H, (R4)
CH,+ H,O —— CO+3H, (RS)
Arrhenius rate is calculated from equation (1).

_E.
k. =ke *[4]'[BY 1
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Constants for are taken from literature. They are
listed in Table 2.

Solid phase is simulated by a Lagrangian particles
tracking. It is observed that particles residence time
is relatively short (<ls) in a two-stage downdraft
gasifier. As a consequence heterogeneous reactions
are negligible, as oxygen reacts far quicker with
gas phase.

Heat transfer from fluid to solid phase is calculated
by equation (2).

Final particles temperature is then used to set

initial conditions in the bed.
dT dm
P —hA (T, -T )-—LH,
dt r r dt )

4 4
+4,¢,0(T,-T,)

m,Cp,

4 Reduction zone: the fixed bed

The gasifier is considered working on a stable and
steady state, that is that the mass of char depleted
by reduction reactions is equal to the mass of char
coming from the oxidation zone.

Particle mass flowrate is assumed to be uniform
over the surface and constant. The bed of average
density 250 kg/m’ consists in 90 colons of ten-
millimetre-diameter particles. They are injected at
the bed top and put off the calculation at the
bottom (ash losses).

4.1 Particles model

Even if particles velocities are almost null,
particles are modelled as a discrete phase in a
Lagrangian frame of reference by the Discrete
Phase model. The trajectory calculation takes only
into account interactions with walls, as the grate
compensate gravity and drag forces. As a result
particles velocity gradient is almost null.

Initial velocity is determined by the char mass
flowrate from pyrolysis model. Their temperature
is calculated by equation (2). Convection, radiation
and heat of reactions are included. However
particles are considered isolated, as conduction and
collisions are neglected, being smaller by an order
of 20 compared to radiative heat transfer.

4.2  Pressure drop

A source term of friction from Ergun equation (9)
due to the porosity of the bed is included in the
momentum equation.

@,

with o, = 3*10° m™ and C,= 3.4*10" m™".

S, = _(iv,, +C, % p|vi|vi] 3)

4.3  Surface reactions

Only two surface reactions (R6) and (R7) are
considered. Indeed oxygen has been totally
consumed in the oxidation zone whereas C-H,
reaction is far slower than C-CO, and C-H,O and
thus is negligible [9].

C+H,0 — CO +H, (R6)
cC+CO, — 2CO (R7)

Arrhenius rate constants are deduced from
Groeneveld and Van Swaaij [10] (see Table 2).
Reaction rate are calculated by the Multiple
Surface Reactions model, based on the works of
Smith [11].

From mass-balance considerations the particle
depletion rate can be expressed as:

R =Dy(C,- Cy) =k (C)" )
Implemented for each reaction r and each species j,
it gives a set of two equations:

Rj,r = Apnr YjRi,r (5)
R N,
Rj,r = Rchem(pn - Dj’r J (6)
0,75
(Q+Qj
2
with D, =C ~= 7/ .
’ ’ d

p
Ci, is a constant calculated from molar and
Knudsen diffusion rate coefficient for the mean
temperature of the bed top; C;, = 4.968*10™" for
CO, and 7.769%10™" for H,0;

3 1 1
and n, =— -——. 7
7 Pr (tanh ¢r  Pr J

This set of equations is solved by iteration except
if N; is equal to 0 or 1. For the last case the
analytical solution is:

R =4 nYp & (8)
" m ’ ! DO,}” + RC
The particles diameter remains constant by
simplification while their density is allowed to
change. Moreover inhibition and degree of
conversion are not taken into account.
Oxidation reactions are neglected in the bed as
oxygen concentration is closed to zero.
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Table 1: Governing equations

Mass (2—’;+V( v)=S,, (E-1)

Momentum %(pﬁ) +V.(p0V)=-Vp+V.(T) + pg+F (E-2)

Energy aa—t(pE)+ V.(V(pE + p)) = V.{keﬁ.VT - T+ (2':.\7)}+ S%(E -3)

with Kk, =A4v,,Cp

Radiative transfer v (1(7 §)5) + (a + 05)I(F,5) = an’ +E, + Zs jz(f F)O(5.5)dQ" (E -4)

2| pU .k
Turbulence M_ 2 ok au; 0”U au; B
= PALY e —— |t PV + pe (E-5)
Ay ook &, 7 &

ol pU .¢ . 2
(p J j -2 2 N /Sl L S
&, “e eff@c el it Ao Ay | 2"

with v (1+ \/_] = (1+ V%jz

C,.=0,0845; C; = 1,42 and C,, = 1,68. o and o are the inverse of turbulent Prandtl number for k and «.

t

Species transport a—(pYi)+ V.(pvY,)) =-V {— (pDOi + ;l’ JV YI.JJr R, (E-7)
t ' c

N2
Homogeneous reaction rate R, = w Y -Y) (E-8

T
3 1
With *:Ct(vfjg‘ Do [gjf L P : C:=2,1377 ; C. = 0,4082.
Ve e e A (TR
Table 2: Reference value for kinetic constants
Reaction ke (s7) E, (J. kmol ™) A B Reference
(R1) 2.2%10" 1.67*10° 1 0.5 Bettahar [12]
(R2) 5.012*10" 2*10° 0.7 0.8 Fluent [13]
(R3) 4.462%10" 4.2%10’ 1 1 Di Blasi [9]
(R4) 124.03 1.26*10’ 1 1 Di Blasi [9]
(RS) 312 2.07*10 1 0 Liu [14]
(R6) 26.25 2.171*10° n=0.7 Groeneveld [10]
(R7) 26.25 2.171*10° n=0.7 Groeneveld [10]
5 Results
The model has been applied to a representative Pyrolysis is supposed to occur at 870 K. Pyrolysis
downdraft gasifier of diameter 0.9 m. It is feed products calculated from the model of Vijeu and
with 15%-humidity beech wood at a mass flowrate Tazerout [4] are char, 30%, and gas, 70%. Its mass

of 20 kg/h and a mass fuel — air ratio of 1:1 for a composition is approximately 50% CO,, 25 %
power of approximately 100 kW thermal. Air is water, 25% CH, and traces of CO and H,.
preheated up to 670K before injection.
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The temperature profile in the oxidation zone,
shown in Figure 4, is conform to the expectations.
A hot point is localised just at the exit of the air
injection nozzle, where combustion occurs.
Elsewhere temperature is relatively uniform in the
radial direction, with moderate axial gradient.

T (K)
— 1640

1446

1252

1058 |
W

864

“ 670

Figure 4: Temperature profile in the oxidation zone

A recirculation occurs in the back of the throat (see
Figure 5). Velocity field show that 1D
approximation is not correct for the gasifier type.
Indeed radial velocity may not be neglected. It is
noticeable that the flow is strongly influenced by
biomass and air feed rate.

P(g/s)
_| 4.2 ] s, .__,.-'

3.36
2.52

s
{.
1.68 s
0.84 .
“ 0

Figure 5: Velocity stream line

The conjugation of temperature and axial velocity
(see Figure 6) knowledge is particularly interesting
for gasifier design. It is indeed commonly
admitted in the literature [15] that tar cracking

depends of the temperature and of the residence
time.

In this case the zone of temperature hotter than
1,100°C is very restricted, that supposes thus a
relatively low tar cracking.

Uy (m/s)
—— 0.391

0.257 ' .

0.123

0.112 | 7 by

-0.145

“ -0.279

Figure 6: Axial velocity field

Oxygen evolution enlightens the zone where
combustion occurs. Figure 7 shows that oxygen is
quickly consumed as kinetic rate are high.

0O, (mass%)
— 0.23

0.18

0.138

0.092

0.046

“0

Figure 7: Oxygen mass concentration

Carbon dioxide is main species of the mixture. It is
produced during combustion and also at a lower
magnitude by the water-gas (R4) reaction. Its
concentration decreases because of a the dilution
by nitrogen as shown in Figure 8.

Final gas composition, given Table 3, corresponds
to classical values for downdraft gasifiers [3, 16].
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CO, (mass%)
— 0.53

7

0.42
0.31
0.210 y. s,

0.105

P

Figure 8: Carbon dioxide mass

Methane and carbon monoxide concentrations are
however over-predicted. Tars are indeed not
simulated and they are also assimilated mainly in
these two species.

Table 3: Final gas composition

CO | CO, | Hy |[CHs | Ny

Volume % | 22.5 | 14.6 | 24.7 | 5.6 | 32.6
(dry basis)

6 Conclusion

A downdraft gasifier CFD 2D model has been
built. Although its wvalidation is only partial,
particularly in the packed bed, this tool predicts
detailed process comportment. It takes into account
turbulence, surface reactions, heat transfer with
radiation included.

Results show that the model can be a useful tool
for designing gasifier. It must however be still
fully validated to guarantee the accuracy of data.
Besides the reduction zone model needs to be
improved so that catalyst effect of ashes, hydrogen
inhibition and conversion degree would be taken
into account.
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DYNAMIC SIMULATION OF A SOLAR COLLECTOR FIELD WITH
INTELLIGENT DISTRIBUTED PARAMETER MODELS

Esko K. Juusd
Control Engineering Laboratory
Department of Process and Environmental Engineering
FIN-90014 University of Oulu, Finland

Abstract

The dynamic models of the solar collector field provide a stm@md accurate overall behaviour

achieved with linguistic equations combined special sitmahandling with fuzzy systems. The

new adaptive control technique tuned with this simulatos Feduced considerably temperature
differences between collector loops. Efficient energyemibn was achieved even in variable oper-
ating condition. The new distributed parameter model i almed for control design. It extends

the operability of the simulator to evaluating the coneplperformance for drastic changes, e.g.
startup and large load disturbances, and local disturlsazeeé malfunctioning.

Keywords:Solar power plant, dynamic modelling, distributed paramnsystems, nonlinear models,

linguistic equations, fuzzy set systems

Introduction possible despite the disturbances and uncertainties
Solar power varies independently and cannot be ad4n solar radiation and energy demand [1, 3, 4]. An
justed to suit the desired demand. The aim of solaroverview of possible control strategies presented in
thermal power plants is to provide thermal energy [5] include basic feedforward and PID schemes,
for use in an industrial process such as seawater deadaptive control, model-based predictive control,
salination or electricity generation. To provide a vi- frequency domain and robust optimal control and
able, cost effective alternative for power production, fuzzy logic control. A comparison of different in-
they must achieve this task despite fluctuations in telligent controllers is presented in [6]. A linguistic
their primary energy source, the sunlight. In addi- equation (LE) controller was first implemented on a
tion to seasonal and daily cyclic variations, the in- solar collectors field [1, 2]. Later adaptive set point
tensity depends also on atmospheric conditions suchprocedure and feed forward features have been in-
as cloud cover, humidity, and air transparency. cluded for avoiding overheating. The present con-
Any available thermal energy is collected in a usable troller takes also care of the actual set points of the
form, i.e. at the desired temperature range, whichtemperature [7].

improves the overall system efficiency and reduces
the demands placed on auxiliary equipment as the
storage tank. In cloudy conditions, the solar field is
maintained in a state of readiness for the resumption
of full-scale operation when the intensity of the sun-
light rises once again. Unnecessary shutdowns an
start-ups of the collector field are both wasteful and

time consuming [1, 2]. L )
glL 2] diation and inlet temperature [8]. A feedforward
The control scheme should regulate the outlet tem- . ) .
controller has been combined with different feed-

perature in order to supply energy as constant astack controllers, even PID controllers operate for

Trial and error type controller tuning does not work
since the operating conditions cannot be reproduced

since the dynamics depends on the operating condi-
tions. Models have been integrated to various con-
O}rol schemes. Feedforward approaches based di-
rectly on the steady state energy balance relation-

ships can be based on measurements of solar ra-

*Corresponding  author. Phone: +358-8-5532463, this purpose [9]. A model-based predictive control
Fax: +358-8-5532304, E-maitsko. j uuso@ul u. fi is another possibility to take into account nonlineari-
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ties [10]. The classical internal model control (IMC) tomatically intervenes, warning the operator and de-
can operate efficiently in varying time delay condi- focusing the collector field. As the control is fast
tions [11]. The adaptation scheme of LE controllers and well damped, the plant can be operated close to
is extended by a model-based handling of the oper-the design limits thereby improving the productivity
ating conditions [7]. of the plant.

Dynamic simulators are needed in controller design The energy balance of the collector field can be rep-
and tuning. Also process optimisation could be im- resented by expression [9]

proved by modelling and simulation. Lumped pa-

rameter models taking into account the sun position, lettAert = (1 Np)FPCTyi¢¢ (1)

the field geometry, the mirror reflectivity, the so- ) o o 5
lar radiation and the inlet oil temperature have beenWherel is effective irradiationWm ), A, ef-
developed for a solar collector field [5]. Dynamic fective collector aredn¥), np a general loss fac-
simulators based on linguistic equations are contin-tor, F flow rate of the oil(m’s ™), p oil density
uously used in development of multilayer linguistic kgnt 3, ¢ specific heat of oi(Jkg 'K ") and Ty;¢
equation controllers. The robust dynamic simulator temperature difference between the inlet and the out-

based on linguistic equations is an essential tool inl€t(°C). The effective irradiation is the direct irradi-
fine—tuning of these controllers [12, 13]. ation modified by taking into account the solar time,
In this paper, the data-driven LE modelling approach decllr_1agon and a2|muth.. By combining 'Fhe oil char-
is combined with a dynamic energy balance and ex- acteristics and geometrical parameters into a term
tended to developing distributed parameter models A

based on process measurements obtained in several a= m, 2
test campaigns at a solar plant. Mp)P

a simple feedforward controller is obtained:

|
Solar power plant F=a—2"_ 3)

All the experiments were carried out in tAeurex Tou = Tin

Solar Collectors Field of the Plataforma Solar de The temperature increase in the field may rise upto
Almerialocated in the desert of Tabernas (Almeria), 110 degrees which means that the gain of the system
in the south of Spain. Thacurex fieldsupply ther- s affected strongly by the variations of density, vis-
mal energy (1 MW) in form of hot oil to an elec- cosity, and specific heat with the temperature (Fig-
tricity generation system or a Multi-Effect Desali- ure 3). The daily operation is started with minimum
nation Plant. The solar field consists of twenty rows flow, and the flow increase must be quite moderate
of east-west oriented, one-axis elevation-tracking, during the whole startup phase since the high viscos-
parabolic-trough collectors (Figure 1) in ten paral- ity does not allow very high flow. In the beginning of
lel loops (Figure 2). There are 480 modules in the daily operation, the oil is circulated in the field,
the field. The total reflective aperture area of the and the valve to storage system is open when an ap-
ACUREX collector field is 2,6741%. The hot oil  propriate outlet temperature is achieved.

goes to a MW h thermal storage system consist- An extensive number of daily data sets is available
ing of a 140m? thermocline oil tank with automatic ~ from various test campaigns as the process must be
fire-extinguishing and volatile-condensing systems. controlled all the time. Test campaigns include step
Quick cooling can be done with a water-cooled oil changes and load disturbances but they cannot be
cooler. A desalination plant is is connected to this planned in detail because of changing weather con-
storage system. ditions. Weather conditions take care of radiation
Control is achieved by means of varying the flow disturbances.

pumped through the pipes during the plant opera- Modelling is based on process data from controlled
tion. In addition to this, the collector field status process characterised by time varying transport de-
must be monitored to prevent potentially hazards sit- lays, oscillations and fast disturbances of solar irra-
uations, e.g. oil temperatures greater than 300  diation. The model described in this paper have been
When a dangerous condition is detected software au-developed from the data of the test campaigns of the
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Figure 1: A receiver at the Acurex solar collector Figure 4: Temperatures and temperture differences
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nigues are necessary at least on the tuning phase.
250" 1 Adaptation to various nonlinear multivariable phe-
nomena requires a highly robust technique for the
modelling and simulation.

Linguistic equation models consist of two paris:
teractionsare handled with linear equations, and
nonlinearities are taken into accountimgmbership
definitions[6]. The basic element is a compact equa-
tion

N
o
S

Temperature (C)
.
&
o

=
1)
S

— UA036 ||
— UA037
— UA038

ipﬁjxj +B,=0, 4)
=

50

= Tin

1 5 where X is a linguistic level for the variablg,

j = 1..m. The direction of the interaction is repre-
sented by interaction coefficiem%. The bias term

B; was introduced for fault diagnosis systems. Lin-
guistic equations can be used to any direction. The
membership definition is a nonlinear mapping of the
LE controllers [7]. Figures 4 and 5 present temper- variable values inside its range to a certain linguistic
atures in a test with falrly Smoothly changing irra- range, USU&”){—Z, 2} The mapping is represented
diation. In the end of the period, there is a slow in- with two monotonous, increasing functions, which
crease of the inlet temperature followed with a very must overlap in the center at the linguistic value 0. In
large load disturbance. The changes of the temperathe present system, these functions are second order
ture difference are results of the setpoint tracking. polynomials. Coefficients are extracted from data or
The outlet oil goes to the top of the thermocline, defined from expert knowledge. [14]

and the temperatures in the lower levels of the tank pynamic intelligent models can be constructed on
increase gradually when the oil of the lower levels the pasis of state—space models, input-output mod-
goes back to the field. On cloudy conditions, the els or semi-mechanistic models. In the state—space
control is much more difficult [7]. Figures 6 and 7 models, fuzzy antecedent propositions are combined
present temperatures on a cloudy day with fluctuat-with a deterministic mathematical presentation of
ing irradiation. the consequent. The structure of the input—output
The collector loops do not operate identically: the model establishes a relation between the collection
difference between the highest and the lowest 100pof past input—output data and the predicted output.
temperaturedT Loop increases when the flow of Multiple input, multiple output (MIMO) systems
the oil is changed rapidly. This happens in the can be built as a set of coupled multiple input, single
startup phase and when load disturbances are introputput MISO models. Delays are taken into account

I I
10 11 12 13
Time (h)

Figure 7. Temperatures on different levels of the
thermocline in cloudy conditions (June 12, 2002).

duced. by moving the values of input variables correspond-
ingly.
The basic form of th&E model also is a static map-
Dynamic modelling ping, and therefore dynamicE models could in-

For nonlinear multivariable modelling on the ba- clude several inputs and outputs originating from a
sis of data with understanding of the process theresingle variable [6]. However, rather simple input-
are two alternatives: fuzzy set systems and linguis- output models, e.g. the old value of the simulated
tic equations. In intelligent control design, hybrid variable and the current value of the control variable
techniques combining different modelling methods as inputs and the new value of the simulated variable
in a smooth and consistent way are essential for suc-as an output, can be used since nonlinearities are
cessful comparison of alternative control methods. taken into account by membership definitions. Com-
Switching between different submodels in multiple parisons with different parametric models, e.g. au-
model approaches should be as smooth as possibldoregressive moving averagdRMAX), autoregres-
For slow processes, predictive model-based tech-sive with exogeneous inputdRX), Box-Jenkingand
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[0.20493 0.50176 -0.77147 0.33328]

Output-Error QE), show that the performance im-
provement with additional values is negligible. [14].

Collector field models o
Distributed parameter model can be based on the en-g ©
ergy balance: energy stored = Irradiance - Energy uw
transferred - Heat loss. For a unit volume this can be ~ »
represented by .

oT oT
pcAW =gt Wny— chW —hD(T - T,,,,) (5)

Ambient Temperature 2r 400 Irradiation

whereA is cross section of the pipe lirfe?), ¢ spe-
cific heat of oil (Jkg~*K—1), D pipe diameterm),

| ¢ irradiation (Wm2), h heat transfer coefficient
(Wm2K-1), T oil temperaturg°C), T,,,, ambient
temperaturg°C), x length coordinatgm), F flow
rate (m®s~1), W width of the mirror(m), n, optical
efficiency,p oil densitykgnt 3, t time (s).
Conventional mechanistic models do not work:
there are problems with oscillations and irradia-
tion disturbances. Oil properties change drastically |
with temperature, and therefore operating conditions ‘ ‘ ‘ ‘ ‘ " Toadaa
change considerably during the working day, e.g. ’ o o Eoermenalcase oM
during the startup stage, the oil flow is limited by w00 ‘ ‘ ‘ ‘ ‘ ‘
the high viscosity. ST = 15351 ==
Equation (5) can be represented by ; , T

Figure 8: Model surface of a LE model for the work-
ing point variables [15].

Temperature Difference

Calculated
)
\
\
\

T (t + At) —T (t) N T - AZ1020483 050176 ~0.77147]
: At = = ylorr A Ti() +agTy, (6)

where coefficients,, a, anda; depend on operating
conditions, and therfore, the process is highly non-
linear.

Location of thath element depends on the flow rate:

%(t+4AH) —x(t) _ F(t) )
At Vot

whereV, is the total amount of the oil in the collec- Model of typical operation shown in Figure 8 has a
tor field. Actually, the volume of the oil depends on auité high correlation to the real process data (Fig-
temperature. ure 9). The differences have a clear relation to op-
Coefficientsa,, a, anda, depend on the operating erating conditions, e.g. oscillato_ry behavi_our_is a
conditions. As the linguistic equation models are Problem when the temperature difference is higher
based on nonlinear scaling of variables, the corre-than the normal. The startup phase needs a spe-

sponding coefficients of the LE models are constant €ial model. Separate dynamic models are needed to
on a wide operating area. capture the dynamic behaviour in different operating

conditions: the model surface of the normal model
is presented in Figure 10. The model shown in Fig-
ure 8 corresponds closely to the model presented by
The working point variables already define the over- Equation (6). The typical normal operation shown
all normal behaviour of the solar collector field. The here is not always optimal.

Figure 9: Simulation results for a LE model of the
working point variables [15].

Operating areas
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Fosmmene e FosmmonsR system intervenes to dangerous conditions or oper-
' ‘ ' ational faults. For example, a part of the collector
field may be defocused. The oil flow can also dis-
tribute in a very uneven way. Different special sit-
uations could be further studied with distributed pa-
OlFlw 07400 lradiation OlFlow 0 100 Tomperature Diftrence rameter models.

,_.
o
3

@
S

1000

New Temperature Difference

[0.31697 0.52315 -0.76128 0.10073]

Distributed parameter models

Oil Flow: 5.49394
Irradiation: 728.4665

Temperature Diference: 5179399 The lumped parameter models predict the average
outlet temperature very well, and disturbances can
be detected with the fuzzy part. However, the aim of
the control system is to keep the maximum temper-

Figure 10: A dynamic LE model for temperature dif- ature of the loop outlets within desired range. The

ference [15]. controllers tuned with the lumped parameter sim-

ulators are working well but the actual testing of
local disturbances and malfunctioning can be done
only with the real system. The changes in maximum

Dynamic linguistic equation (LE) models provide a temperatures are always faster than the changes in

good overall behaviour in different operating con- the average temperature. The distributed parameter

ditions. Oscillations are well represented, and the model was developed for this purpose.

temperature is on an appropriate range in the caseDevelopment of a distributed parameter model for

of irradiation disturbances. In this model, the new sych a nonlinear system is very challenging. All the

temperature difference between the inlet and outletnecessary parameters are not available in changing
is obtained from the irradiation, oil flow and pre- operating conditions. However, the previously de-
vious temperature difference. The model provides veloped lumped parameter models provide a feasi-
the driving force for the simulator, and the speed ple starting point for this new development. The key
of the change depends on the operating conditions fact was that the dynamic linguistic equation model

The multimodel approach for combining specialised needs only the current situation to be able to pre-

submodels provides additional properties since alsodict the new outlet temperature. Introducing the LE

equations and delays can be different in different modelling fits well to the numerical solutions of dis-

submodels. In the multimodel approach, the work- triputed parameter models presented in [17].

ing area defined by a separate working point model. The solution was to divide the collector field model

[13] into modules, and apply the dynamic LE models in a

distributed way. Equation (6) is modified by includ-

Special situations ing the oil flowF to the model:

New Temperature Difference

Irradiation 0 -100  Temperature Difference

Lumped parameter models

The functional relationship between the output vari- T.(t+At) — T(t)

able and the input variable are partly smooth and At =alerr+ AT (t) + agTympt+ayF
partly complicated nonlinear [12]. Smooth depen- (8)
dencies can be described easily by linguistic equa-The previously developed lumped parameter models
tions (LE). Complicated local structures are effi- calculate the temperature difference over the whole
ciently detected by the Fuzzy-ROSA method (FRM) collector field. Here the temperature change in a vol-
[16]. Thus the cascaded modelling with the LE ume element is fraction defined by the flow rate, i.e.
and FRM combines the advantages of both methodsthe result would be the same as with the lumped pa-
which can result in a considerable improvement of rameter models if the operating conditions are ex-
the quality of the resulting final model. Feasibility of actly same throughout the collector field.

the combined LE-FRM approach was demonstratedin cloudy conditions, the heating effect can be
by applying it to a solar power plant [12]. strongly uneven. These effects are simulated by in-
Some special situations activate when the control troducing disturbances into the irradiation. The flow
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Figure 11: Temperatures of the collector loops in

startup phase (June 21, 2002).

rate depends also on the density that is decreasing
with increasing temperature. Uneven distributions
of the oil flow are important if the oil flow changes .
are rapid since some loops may be unable to follow.
The flow of the oil is changed rapidly in the startup
phase to stop the fast increase of the outlet tempera- ¢
ture. The temperature increases slower in the loops E
which far from the storage system (Figure 11). As

the maximum temperature was controlled, the con-
troller stops the fast the fast temperature increase .
with high oil flow. The highest temperature drop af-

ter the flow peak, and the differences between loop

250

Temperature (C)
Y
8

ing alo

250

rature °C)
g

temperatures keep quite small after this even when
the flow is again much lower. Obviously, the flow Figure 13: Temperatures of the collector loops in

low, and especially if the flow is circulating only in
the field. As the properties of the oil change very

quickly in these temperature (Figure 3), many dis- ,,

turbances may OcCcur.

A strong load disturbance has similar effects as the
startup: the differences between loop temperatures g zo
increase (Figure 4), and the temperature is chang-
ing faster in the loops which are close to the storage

system (Figure 12).

Cloudy conditions seem to reduce the temperature
differences between loops both in the startup phase

260
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(Figure 13) and in the normal operation (Figure 14).

Obviously, big differences cannot evolve as the heat-

ing effect is not so high. Another reason is that the

spots of high irradiation are continuously moving in

the field.
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ad disturbance (June 21, 2002).
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The distributed parameter model was tested by com-Cloudy conditions (June 12, 2002).
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paring different scenarios on the distribution of the The solar collector field is a small test case for a
oil between the loops in smooth irradiation condi- methodological extension where nonlinear intelli-
tions. The cloudy conditions were studied by intro- gent models are distributed into volume elements.
ducing random fluctuations on the local irradiation These dynamic LE models were similar to those
in the collector field. used in dynamic lumped parameter system, and the
In the control design, the dynamic simulation mod- lumped parameter solution corresponds to the situ-
els are used instead of the real process. The meaation where the loops are operating identically, the
sured variable, the outlet temperature, is generatedlow is evenly distributed between the loops, and the
by the simulator, and the controller changes the flow irradiation are distributed evenly throughout the col-
of the oil to get the outlet temperature to the set- lector field.

point. The inlet temperature starts from the ambient

temperature, and later the temperature of the storage

tank is taken into account. Same simulated or col- Conclusions

!ected measurement_s, e.g. _solar irradiation, are use@i-he dynamic models provide a smooth and accu-

in the controlier and in the simulator. rate overall behaviour achieved with linguistic equa-
tions combined special situation handling with fuzzy
systems. The new adaptive control technique tuned

Discussion with this simulator has reduced considerably tem-

The dynamic LE simulator is a practical tool in the perature differences between collector loops. Effi-
controller design. The resulting controller combines cient energy collection was achieved even in vari-
smoothly various control strategies into a compact able operating condition. The new distributed pa-
single controller. The controller takes care of the rameter model is also aimed for control design. It
actual set points of the temperature. The operationextends the operability of the simulator to evaluat-
is very robust in difficult conditions: startup and ing the controller performance for drastic changes,
set point tracking are fast and accurate in variable€.g. startup and large load disturbances, and local
radiation Conditions; the controller can handle ef- disturbances and malfunctioning. This extension is
ficiently even multiple disturbances. Adaptive set important for controlling the maximum temperature
point procedure and feed forward features are eS_Of the collector field as the pI'EViOUS models were
sential for avoiding overheating. The new adaptive capable only for the simulation of the average tem-
technique has reduced considerably temperature differature.

ferences between collector loops. Efficient energy

collection was achieved even in variable operating
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COMPUTER-BASED DESIGN TOOL FOR GEOTHERMAL PIPING
SYSTEMS

Anna Karlsdottir* Fjola Jonsdottir and Magnus Thor Jonsson
Department of Mechanical Engineering
University of | celand
Reykjavik, Iceland

Abstract

The obijective of this study is to develop a design system for geothermal piping systems. Designing
geothermal piping systems requires expert skills, built on designers experience. This expert knowl-
edge has to be accessible for the organization, as well as less experienced designers. By developing
a design system, it is possible to lead the designer through the design process; expert knowledge will
be available at all times and the design procedure will be more automatic, resulting in shorter design
time. In this study, a design system call@édoMindis developed. The system is tested by designing

a new piping system, at Iceland*#ellisheidi Power PlantThe results show that the design process

is more accessible and automatic, the designer is led through the design process, all which result in
a shorter design time.

Keywords:Design system, geothermal piping systems.

I ntroduction piping systems. The focus here is on the design of
The demand of utilizing reusable energy sources,piping systems that lead the geothermal fluid from
such as geothermal power, is increasing around thethe wells to the separation station. The geothermal
world. The design of a geothermal power plant is piping system has to be flexible enough to allow
a complex distributed problem, and the design of thermal expansion but also stiff enough to withstand
geothermal piping systems is an important factor in the seismic load action.

the design. It has been shown that part of the design process
Today the design is built upon the designers’ experi- can be automated [1]; therefore, it is interesting to
ence and is mostly ad-hoc design for every geother-study how the designers’ experience can be utilized
mal area. The design process can be time consumto make the whole design process more automatic,
ing and it is difficult, even for the experienced de- making a computer-based design system.

signer, to have an overview of all the different de- Many computer-based design systems have been de-
sign options. Therefore, a design system for the de-veloped, especially on a single computer and now
sign of geothermal piping systems can save the detesearches are looking into distributed computer-
signer considerable time and keep track of different based design system utilizing client-server architec-
solutions. The purpose of this project is to develop ture [2]. Agent-based integrated design systems
a computer-based design system. Currently, such éave been investigated, for example, in aerospace
system, which takes into account different factors in- vehicle design, where the level of automation is pro-
volved in the design, is not available on the market vided by an expert system [3].

for geothermal piping system.

Generally, geothermal power plants are situated in
active seismic areas, and therefore, seismic design i
a major factor in the structural design of geothermal

Structure of the design system
Design of piping systems in geothermal areas is a

*Corresponding author. Phone: +354 585 9203, Fax: +354 COmplex, coupled design problem. In order to de-
585 9299, E-mailanna@rar or ka. com velop a design system for geothermal piping sys-
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tems, the details of the design process have to bewall thickness. Finally, the load design involves the
analyzed and the appropriate architecture for the de-stress analysis where the layout and types of sup-
sign system stated. The model for the design procesgports are decided, keeping stresses below allowable
is shown in Figure 1. limits. The support arrangement influences natural
frequencies and mode shapes of the piping system,
due to the simultaneous earthquake motion and high

Restrictions Kl K.z - - Flow, Q . . .
"3/ Route Design | [Dimension Designk— pressure, P thermal loading, and is a large factor in load de-
Route, R Pipe diameter, D 1 cTmPerature. T sign for geothermal piping systems. Trial and error

K3

<
Pressure Design

processes have been utilized, achieving the optimum
support positions and arrangement, but studies have

Wall thickness, t . .
Kag | Properties of pipe material, shown that a genetic algorithm can been used to ar-
[ Load Design f insulation and geothermal fluid range supports automatically [1].

Limitations from standards . . .
! Standards that are used in the design system are Ansi

gength bletween sgppons, Lu < B31.1 [5] for pressure piping design, Eurocode 8 [6]

t t t, St . . . .
Thosmal oxpansion loope. Bt for seismic design and 1ST12 [7] for snow and wind
load design.

The subsystems interact with each other as shown in

Figure 1. Each subsystem, or module, is designed

The product developed is calle@eoMind The to minimize 'Fh.e programming mtergctlon with other
modules. If it is necessary to modify a module, the

name describes the purpose of the design system; L )
purp gn sy modification will not affect other moduletoad de-
Georefers to geothermal areas altind refers to

the knowledge captured in the system. sign requires both input froniRoute SelectignDi-

. . . mension DesigandPressure Design
GeoMindcan communicate with other programs, for e
example, finite element analysis and CAD software, ROUte Selection is dependent on the landscape and

using application programming interfade?l. Geo- legal issues.GeoMinddoes not have an automatic

Mind's output is an XML-document. The XML isa Process for laying the pipe route, but it offers the
text based standard for representing data in a strucUSer 10 open a CAD model and select the piping sys-

tured format, and it can be used on any platform and€M's route from the CAD modelGeoMindthen

for many applications in different languages. gengrates_a file containing thg end points and_the
There is no limitation on the applications or pro- section points of the route. This procedure requires
grams that can communicate wiGeoMind only application programming interface as described ear-

the application programming interface for each pro- lier. If the appl!canon programming interface for
gram has to be tailor made according to the programCAD Programs is not availabl&eoMindcan read

in question. The application programming interface a coordination file directly.

reads the XML-document and converts the informa- Dimension Design refers to the selection of pipe di-
tion into a suitable form for the program that is re- @meter and depends on the pressure drop and mass
quired. The programming language C# [4] was used flow of the fluid inside the pipe. Since the focus here
to developGeoMind is on two-phase flow geothermal pipelines, the fluid
The design process for geothermal piping systemsﬂOW and velocity is used to determine the pipe diam-
can be divided into four main subsystems: route se-eter, and the effect of pressure drop is ignored. Di-
lection, dimension design, pressure design and loadN€nsion Design returns minimum pipe diameter re-
design, as shown in Figure 1. The route of the pip- quired for transporting the geothermal fluid at given
ing system is dependent on the environment, that is,conditions.

landscape and other structures. The pipes can eiPressure Design refers to the calculation of mini-
ther be above ground or underground. The dimen-mum wall-thickness required. The pipe wall has to
sion design gives the pipe diameter which is cal- be thick enough to withstand the pressure inside the
culated for a certain mass flow of geothermal fluid pipe. The required wall thickness is determined ac-
and the pressure drop in the pipe. The pressure decording to Ansi B31.1 [5].

sign gives the pressure class and hence the necessatyoad Design refers to stresses developed in the pip-

Figure 1: Model for geothermal piping system.
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ing system due to internal and external loading. The stresses given by Ansi B31.1 [5]. In order to check
Load Design gives the layout for thermal expansion the stresses in the pipeline, a stress analysis has to be
loops, location of supports and the types of supports.carried out. GeoMindis able to communicate with
The stresses are controlled with different types of stress analysis software as described earlier.
supports, that constrain the motion of the pipe. The In this study, a module for automatic support ar-
following are the most common types of supports rangement was developed. If stress analysis indi-
used in geothermal piping systems. Anchors arecates that the stresses in the pipeline are above the al-
fixed supports which neither allow displacements lowable stress limits, the automatic support arrange-
nor rotation. They are used to divide large piping ment changes the types of supports, in order to re-
systems into smaller sections, and are therefore al-duce the stresses in the pipeline below allowable
ways at the end points of the piping system sections.stress limits. Then, the new support arrangement
Free supports hinder motion in vertical direction. In is then analyzed again. The usage of the automatic
order to control the transverse motion of the pip- module demonstrates that an optimization module
ing system, longitudinally guided supports are used. can be attached to the design system.

They allow axial displacement, but no transverse or GeoMinds output is an XML-document and the
vertical displacement. Sometimes, it is necessarycommunication with a stress analysis application
to restrict the longitudinal displacement of the pipe, requires application programming interface, tailor
but allow transverse displacements. In these casesmade for the finite element analysis application in
transversely guided supports are used. Finally therequestion. The application programming interface
are rotationally guided supports, which allow rota- takes the information in the XML-document and
tion but not displacements. converts it into readable form for the finite element

The pipe has to be allowed to expand because ofanalysis application.

the thermal expansion, but has to be stiff in order

to withstand the vertically and horizontally applied .

loads. The vertical loads that act on the pipeline Ar chitecture and usage

are the self-weight of the pipe, the fluid weight, the Architecture of the design systenGeoMind is
snow load and the vertical component of the seismic Shown in Figure 2.
load. The horizontal loads are the wind load and the

horizontal component of the seismic load.

The distance required between supports is calculated
due to loads acting on the pipeline. Supports may \
not be located under bends, because there the pip- GeoMind
ing system has to be able to expand. Pipe bends are ‘
more flexible than straight pipes and therefore the
support has to be positioned as near the bend as pos-
sible in order to support the pipe without restricting
the expansion.

The start guess for the support arrangement for the
pipeline is as follows. The location of deflection CAD Software || Finite Element Other. such as
points of the pipeline is known, and the supports be- Analysis Application | | Database
tween them are located a distathcapart, wheré. is

the required length between supports. The types of
the supports are set in the following manner: end
points are fixed supports, where neither displace-
ments nor rotation is allowed, other supports hinder The design criteria involves properties of the pipe
vertical motion and are guided longitudinally. Sup- material, the geothermal fluid and the insulation,
ports that support bends, only hinder vertical mo- constants regarding the geothermal area and the pipe
tion, allowing thermal expansion. route. The design system takes the input information
Stresses in the pipeline may not exceed allowableand designs the piping system. In order to complete

Design Criteria

Figure 2. Architecture of the design systebeo-
Mind.
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the designGeoMindhas to communicate with a fi-  coordinates’ file is available, the designer can go to
nite element analysis software for the stress analy-PiPE DESIGNto design the piping system. This pro-
sis part. GeoMinds output is an XML-document, cess requires an application programming interface
where all the information about the piping system for the CAD software used.

is available for the application programming inter- Pipe DESIGN site is shown in Figure 4. Here, the
face, which will convert the data into a mode ac- designer has to set the design criteria required and
ceptable for the finite element analysis application. will get the minimum pipe diameter and the mini-
The XML-document includes every detail of the pip- mum wall thickness required for the project by click-
ing system and can be interpreted by the appropriateing Dimension and Pressure Desigithe designer
application programming interface for the program can select manufactured pipe from pipe catalogs and
connected t@&seoMind enter the standard pipe diameter and wall thickness
GeoMind enables engineers to design geothermalinto the Selected Pipe Diametend Selected Wall
piping systems in the same computer application. Thicknesgext boxes, and use those values in fol-
GeoMindcontains all the information needed for the lowing design process.

design, such as, standards and design documentshe final design of the piping system is generated by
GeoMindincludes knowledge formed by designers selectingStress Analysis The Stress Analysigsan
andGeoMindcan communicate with other software not be selected if th®imension and Pressure De-
needed for the design process, such as, CAD syssign has not been completed. The piping system’s

tems and finite element analysis programs. route is needed foBtress Analysislf the applica-

When the designer stai@eoMind the front site ap-  tion programming interface for CAD software is not

pears; see Figure 3. available, the designer enters the location of a co-
ordination file containing the coordinations of pip-

B ing system’s endpoints and section points iRipe

Route Coordinates File

The final design of the piping system is shown in

Figure 5. The output is various depending on the
application programming interfaces used. If the it-

systemn for designing geothermal piping systems

In Route Design yo can work st the ppe S eration process in the stress analysis is automatic,

GeoMind

Wealcormne to GeoMind, GeoMind is a design

route. In Pipe Design the final design of the
piping system is mads, Information containg

stress analysis figures exist, if the iteration process

S s is made manually by the designer, the model for the
finite element analysis application is available. The
i layout of the supports and types can be displayed in

the CAD drawing, and the design information can
be stored in a database. The XML-document, con-
taining information of the final design for the piping
Figure 3: Front site o6eoMind system, is always accessible for the designer from
FINAL DESIGN.

There it is possible to choose between different ac-

tions, ROUTE DESIGN, PIPE DESIGN and INFOR-

MATION. Case study

INFORMATION will lead the designer to a site that To test the relationship betwe&eoMindand an ex-
contains design documents and standards availabléernal program, the professional finite element anal-
for pipe design. The newest design documents andysis software AISYsS [8] was used for stress analy-
standards should always be updated in the desigrsis.

system. The application programming interface developed
RouTE DESIGNIeads the designer to a site where he converts the XML-document generated®goMind
can locate a CAD drawing for the pipe route. There, into a model for AISYS. ANSYSis then automati-
the designer can generate a file containing the co-cally started where the model is analyzed and the
ordinates of the pipe from the drawing. When the results sent back to the application programming in-
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GeoMind - Final Design
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Figure - Support layout and arr

File from API
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Back to
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Figure 5: RNAL DESIGN site inGeoMind
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terface which translates the output file into XML-
document read b@geoMind GeoMindtranslates the
XML-document, reads maximum stress values and
relative supports’ numbers, and then runs the auto-
matic support arrangement module, which generates
a new support arrangement, if the stresses are above
the allowable stress limits. Th&deoMindproduces

a new XML-document which is sent to tideoMind

- ANsYsapplication programming interface and the
procedure is repeated. The iteration continues until
the stresses in the piping system are below the allow-
able stress value or until the iterations have reached
a limit set by the user. The architecture@toMind
gives the opportunity to replace the automatic sup-
port arrangement module for an optimization mod-
ule in the future. The procedure described above is
shown in Figure 6.

The design task is to design a new piping system for
theHellisheidi Power PlantThe route is not pinned
down, only a general route is known. The general
route of the piping system is shown in Figure 7.

The piping system is made of straight pipes con-
nected with 90 degrees bends. There are two ther-
mal loops in the piping system and the end points
are fixed.

The design process f@imension and Pressure De-

WWW.SCansims.org
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GeoMind

} Final Design

XML XML
APIL API
— T

ANSYS

Figure 6: Design procedure using application pro-
gramming interface with automatic connections
with ANSYS.

Total length: 908m

Leg1:343m
Leg2: 15m
Leg3: 46m
Leg4: 15m

i

Leg 5: 341 m
Leg6: 67m
Leg 7: 178 m

oL

L

X

Figure 7: Route proposal Hiellisheidi Power Plant
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sign is described earlier. The calculations [n-
mension and Pressure Desigive minimum diam-
eter 840nm and minimum wall thickness.8mm

In the following design, the manufactured standard
pipe chosen i®N900, which has a pipe diameter of
914mmand the wall thickness is 1m

The automatic support arrangement does not give
stresses in the pipeline below allowable stress lim-
its. The result indicates that the pipe layout has to
be changed, to be able to reduce the stresses in the
piping system. One way to reduce the stresses below
allowable stress limits, is to divide the piping system
into two systems using a fixed support.

New coordinates files are made, dividing the pip-
ing system into two systems, one thermal expansion
loop in each. GeoMindis used to design the two
piping systems. The stress analysis for both piping
systems give stresses in the pipelines below allow-
able stress limits. The support arrangement for the
two piping systems is shown in Figure 8.

Conclusions and further work

A design tool for piping systems in geothermal areas
has been developed in this study.

In an organization where expert knowledge is the
main asset, it is vital to be able to manage the ex-
pert knowledge and making it available and easily
accessible for the employees. That can be done by
using a design system, such@soMind

In order to develop the design system, the design
process was analyzed and divided into subsystems
or modules, which are loosely coupled. By building
the design system up in modules, opens the possi-
bility to add new modules to the system. Of special
interest is an optimization module regarding thermal
expansion loops and support arrangement. From the
design system analysis, an architecture for a knowl-
edge based design system was presentedzaad
Mind, a design system, programme@eoMindhas
three main modules,NFORMATION, ROUTE DE-
SIGN and RPE DESIGN.

INFORMATION contains all the documents related to
the design process; that is, design documents, CAD
models, standard documents, pipe manufacture cat-
alogs to mention a few. INNFORMATION the user
can find every document related to the design. The
responsibility of update of the documents NFOR-
MATION has to be allocated to an employee in the

WWW.SCansims.org
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Figure 8: Support layout and arrangement for two the piping systehislligheidi Power Plant

organization usingseoMind [8]. The application programming interface started

RoUTE DEsIGN is for designing the pipe route for ANsYsautomatically, where the glesign information
the piping system. It can be connected to a CAD Was analyzed, the stress anaIyS|s data, generated by
software, using appropriate application program- ANSYS, was t_hen converted into XML-document
ming interface. Then, it is possible to generate a "€@d byGeoMind where the support arrangement
file, containing the coordinates of the end points and &S made again, if necessary, according to the stress
section points, describing the piping system. If this @nalysis data, using the automatic support arrange-

feature is not usedzeoMindreads a file containing Ment module.

the end points and section points coordinates of thep design system for designing geothermal piping
piping system. systems, makes the design problem more accessi-
PiPE DESIGN is the module where the pipe is de- ble. Alldocuments related to the design is accessible
signed. The input is design criteria for the geother- at one site. The designer is led through the design,
mal fluid, pipe material and the insulation material, first asked to design the piping system route, then to
as well as limitations from standards. PR De-  collect the design criteria for the piping system and
SIGN's output is twofold; Dimension and Pressure the geothermal area. The design system calculates
Designgives required pipe diameter and wall thick- mMinimum pipe diameter and wall thickness required
ness, andStress Analysigives the final design of ~according the to design criteria. The designer can
the piping system. Finite element analysis software select manufactured pipe, from pipe catalogs, and
has to be used for analyze the stresses in the pipthe standard pipe diameter and wall thickness will be
ing system. An application programming interface used in the remaining design process. Stress analy-
has to be made for the interaction betw&@eoMind  Sis has to be made for the final design of the piping
and the finite element analysis application, where system. Final design information is easily accessi-
the application programming interface converts the ble and can be published in various ways. It is also
XML-document generated bgeoMindinto an un-  Possible to store the final design information in a
derstandable form for the finite element analysis ap-database, if required, making the design information
plication. It is up to the user how the application accessible for every designer in an organization.

programming interface is made. The use ofGeoMindwill make the design less trou-

Here, an application programming interface was de- blesome, because all the design documents and cri-
veloped using the stress analysis applicatiors&s teria are accessible in one location. The design is
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more automatic and the possibility of connecting  Engineering Technical Conferences, Pittsburgh,
different modules, such as different finite element PA.

analysis applications or optimization algorithms, to
the design system makes the design more flexible.
GeoMindwill reduce the design time, resulting in
reduced design cost.

In the future, the design system should be de- [5] ANSI B31.1-2001,ASME Code Pressure Pip—
signed as a distributed system, a server-client sys- j,q American National Standard.

tem, where the several users can work with a de-

signer system interface and the applications needed6] Eurocode 8, FS ENV:1998-4:1998Design
for the design, i.e. finite element analysis software, of Structures for Earthquake Resistance of
CAD programs and optimization packages, are sta- Structures- Part4: Silos, Tanks and Pipelines.
tioned at servers. Case studies in distributed desig
have shown that computational time is reduced sig " i i )
nificantly; heterogenous software and platform are tures 3rd edition, (in Icelandic), Icelandic Stan-
integrated and designers work collaboratively [9]. dards

Agent-based system could be applicable, where theig] Ansys, Theory Manual, v.5.7. Ansysi Inc.,
agents would control the access to the applications canonsburg, PA 15317.

on different servers.

It is of interest to design and optimization module [9] Xiao, A., Choi, H.J., Kulkarni, R., Allen, J.,
for the equilibrium between the thermal expansion ~ Rosen, D., Mistree, F., 200B Web-based Dis-
and load acting on the geothermal piping system. tributed Product Realization EnvironmeRtoc.
The RouTE DEsIGNmodule could offer an artificial of the ASME Design Engineering Technical Con-
intelligence model, where the machine would rec-  ferences, Pittsburgh, PA

ognize restrictions in the landscape and know other

restrictions, such as legal issues and environmental

protection.

[4] Microsoft Corporation, 1987-2001Microsoft
.net Framework 1.0, Visual C#.netVersion
1.0.3705.

_r[7] ST 12, 1989,Loads for the Design of Struc-
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Abstract

The purpose of this paper is to explain a model that can predict the Polymer Electrolyte
membrane Fuel Cell (PEMFC) system fuel consumption, and more heat and electricity
production according to the load. Vice versa it is possible to predict with such model the power
produced knowing the PEMFC system fuel consumption. Structure and validation of the model,
including theory, and preliminary results demonstrating the model’s use with the building of a
simulation program, will be presented. Many mathematic models can be found in the literature
that evaluate electrochemical fuel cell performance and that seem to produce excellent results,
however, the aim here is to create a simple evaluation model for fuel cell which can be integrated
into commercial simulation modular codes.

AH ., Enthalpy change of products formation
(k7]
AH ,, Enthalpy change of reagents formation [kJ]

Keyword AH ., Enthalpy change of H,0 (vap) formation
PEM Fuel Cell, Simulation, Modelling [kJ]
AH , Enthalpy change of reforming reaction [kJ]
Nomenclature g, AC/DC converter efficiency [%]
m, Mass flow rate of water into reformer g, Electrical generation efficiency [%]
mHZ 1[\1/(Iiss] flow rate of hydrogen [kg/s] &; Fuel utilisation efficiency [%]
a exchange coefficient & Heat efficiency [%]
AG  Gibbs free energy change [kJ] &,  Heat exchanger effectiveness [%]
AG;  Gibbs free energy change at temperature T &, ~ Combined heat and power efficiency [%)]
[kJ]
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&, Current efficiency [%] 1. Introduction
: . . o

Emp  Maximun theoretical efficiency [%] A fuel cell is a device that converts chemical
Er Reformer efficiency [%] energy directly into electrical one and heat without
g, Voltage efficiency [%] combustion. This conversion is facilitated by an

Cell ) electrode-electrolyte structure that operates on
Ae N p la ri:a [mf] ) principles similar to chemical batteries. A typical
1_9 Tafel slope or oxyge? reduction [V] scheme of a fuel cell can be seen in Figure 1. The
i Current density [A/m”]

d C/kimol electrolyte is usually what the particular fuel cell is
F Fara. ay constant [C/kmol] named after, such as in the case of PEM the
H,, ~ Heating value of H, [kl/kg] electrolyte is a thin ion conducting membrane.
Operative stack current [A] However, while a .ba.ttery’s fuel and oxidaqt
supplies are stored within the cell, fuel cells permit

I Cell currents [A] fuel and oxidants to continuously flow through the

K Equilibrium constant of reaction at cell. This is advantageous, because a fuel cell need
standard temperature and pressure not be taken offline to be refuelled. PEMFC

K, Equilibrium constant of reaction at systems consist also of several subsystems, these
temperature T include: the fuel cell stack, the fuel processor, and

L Losses [W] auxiliary systems required for operation.

m mass transport coefficient [V]

e Number of electrons Hydmgen\g o Catalyt

N, Number of cells Cathode (+)

Dy, Hydrogen partial pressure [bar] ol (-)\'_ ..

Membrane/

Po Oxygen partial pressure [bar]
2 Electrolyte

Puo Water partial pressure [bar] 5
Q,,  Heat input [W]
Q... Heatoutput [W]

q, Charge per unit mass Oxygen
vy Hydrogen stoichiometric coefficient - I Fuel cell sch

2 igure 1: Fuel cell scheme
Vo Oxygen stoichiometric coefficient

The purpose of this paper is to explain a model that
can predict the PEMFC system fuel consumption,
and more heat and electricity production according

Vo  Water stoichiometric coefficient
R Perfect gas constant [kJ/kmol K]
R

i Ohmic resistance of the cell [Qm’] to the load. Vice versa it is possible with such
S Active cell area [m’] model to predict the power produced knowing the
T Temperature [K] fuel cell system fuel consumption.

V Cell voltage [V] While many fuels may react with oxygen to
Vo Reversible cell voltage [V] produce electricity directly, hydrogen has the
Vi Operative stack voltage [V] highest electrochemical potential and yields the
Wnae  Maximum electrical power [W] highest theoretical fuel conversion. Thus, hydrogen
Wr  Reformer power [W] is typically used to fuel low temperature PEM fuel
Ws Stack power [W] cells. Since natural sources of hydrogen are not
Wpc  DC power [W] available, it must be obtained from a hydrocarbon
Wic  AC power [W] fuel such as natural gas. In this simulation the fuel
z Valency used is methane but, as before mentioned, can be
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used also other fuels such as methanol, ethanol,
pure hydrogen and so on. When the fuel is chosen
the program automatically calculates the results.
The model begins by sorting out the reforming and
water-gas shift reaction.
After Gibbs energy and enthalpy of FC reaction, it
is possible to calculate the electricity and heat
output vs. hydrogen consumption. As mentioned
above, two options are available on the program:
- calculating the heat output and fuel consumed for
a given electrical power output;
- calculating the electricity and heat output for a
given supply of fuel.
Since a single fuel cell produces a limited voltage,
usually less than 1 volt, in order to produce a
useful voltage, a number of fuel cells are
connected in series. Series connected fuel cells
form a fuel cell stack. In view of the fact that the
number of unit cells in a stack depends on the
desired voltage, a fuel stack configuration had to
be resolved. Two calculation options are available:
specify number of cells in series to determine FC
stack voltage and number of cells required in
parallel to supply power; specify desired FC stack
operating voltage to determine numbers of cell
required in series and in parallel.
Finally, power conditioning converts the electric
power from DC into regulated DC or AC for
consumer use.

2. Reforming process

A fuel cell can be fed with pure hydrogen or
hydrogen produced on board by a fuel processor.
This system converts the primary fuel stored in a
tank to a hydrogen rich gas which is fed to the cell.
The gas produced by the fuel processor contain
carbon monoxide; CO molecules contained in the
hydrogen stream cause catalyst poisoning and a
significant decrease of the fuel cell performance. In
order to decrease the CO content to less than 10
ppm, the fuel processor is composed of three
sections; the first is an autothermal process
involving a partial oxidation which produces a
hydrogen rich stream with CO contents ranging
from 6 to 18%. In a second step, a further
conversion (shift) of residual CO to CO2 reduces
the CO concentration to 0.8-1% with a consequent
decrease of CO content. In the third section, a
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selective oxidation process (prox) reduces the CO
concentration to a few ppm.

The reforming is a fuel process that allows to
supply relatively pure hydrogen to a fuel cell,
using a fuel that is readily available or easily
transportable. For houses and stationary power
generation, fuels like natural gas or propane are
preferred. Methanol, ethanol, and natural gas can
be converted to hydrogen in a steam reformer.

In this simulation the fuel used is methane. The
model begins by sorting out the reforming and
water gas shift reactions. The methane-steam
reforming can be modelled as occurring in two
stages by two different pathways, the first one
(reforming reaction (1)) involves the methane
reacts with water steam to form carbon monoxide
and hydrogen gases:

CH,+H,0— CO+3H, (1)
followed by a second stage where the water steam
splits into hydrogen gas and oxygen (water gas
shift reaction (2)), the oxygen combining with the
CO to form CO, since it’s important to eliminate
the carbon monoxide from the exhaust stream,
because, if the CO passes through the fuel cell, the
performance and life of the fuel cell are reduced:

CO+H,0— H,+CO, (2)

this gives the overall methane reforming reaction:

CH,+2H,0 - CO, +4H, 3)
The overall process is endothermic and therefore
requires that external heat is supplied. Excess
steam and heat is required to shift the water-gas
reaction equilibrium to the right and maximise the
hydrogen production from methane.

The model doesn’t take into account that neither of
these reactions is perfect; some natural gas and
carbon monoxide make the FC through without
reacting. These are burned in the presence of a
catalyst, with a little air; such a catalyst converts
most of the remaining CO to CO,.

The heat required by reforming process
calculated from the enthalpy of reaction [2]:

1S
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AHR:Z(AHFP_AHFR)' 4
3. Gibbs energy and enthalpy of fuel cell
reaction

At this point the next step is to sort out the FC
reaction and half reactions at the electrodes. For a
PEM fuel cell it is:

H, + %02 - H,0 overall equation 5)
2H" + %Oz +2¢" > H,0  cathode (6)
H, >2H" +2¢ anode 7

These reactions provide also the stoichiometric
coefficients and the valency.

By establishing the fuel cell operating temperature
T, the partial pressures p of products and reagents
and by taking into account the stoichiometric
coefficients, the theoretical electrical molar work
of the fuel cell is calculated from the expression:

(pio)™ (')

W, =-AG=-AG, +RT-1 - — | (8)
Pw) " \Po,)”

where [2]:

AG, =RT-In(K ). ©)

At this point the open voltage can be calculated by
[2]:

V = VO — RT In VHpHZO o =
zF szz 'pozz
(10)
L Py S LA
zF P, 'poj2

The heat of fuel cell reaction is now calculated by

(2]:
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AH . = (AHFP_AHFR)' (11)

4. Fuel Cell characteristics and efficiency
factors

One of the major goals in fuel cell modelling is the

prediction of the cells voltage-current

characteristics also called the polarisation curves.

The voltage-current characteristic is a plot of the

measured cell voltage as function of the cells

average current density (defined as the measured
current output of the cell relative to the active cell
area), and therefore it shows the potential power
output at different load conditions and is a good

indicator of the performance of a fuel cell stack: a

high cell voltage corresponds to a high efficiency.

However one should remember that the

polarisation curve is a macroscopic quantity, which

describes the output characteristics of the cell and
does not give detailed information about the
microscopic cell performance e.g. local current
flux. Having stated this, it is also important to
mention that it is an explicit measure of the
performance one can expect to obtain. The voltage-
current characteristic of a fuel cells system derives

principally from two factors (Fig. 2):

e Voltage losses due to internal resistance and
electrode activation potentials represented by
the voltage efficiency [4];

e Current losses due to the effects of fluid flows
and concentrations due inturn to the utilisation
ratio of the fuel represented by the current

efficiency [4].

Theoretical EMF or Ideal Voltage

Region of Activation Polarization
(Reaction Rate Loss)

1.0 Total Loss
[}
jo)}
8
o Region of
= Concentration Polarization
© (Gas Transport Loss)
- Region of Ohmic Polarization
051 (Resistance Loss)

Operation Voltage, V, Curve

Current Density (mA/cm2)

Figure 2: Ideal and Actual Fuel Cell
Voltage/Current Characteristic
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Internal resistance losses dominate except at high
current densities or high fuel utilisation ratios,
when mass transfer effects or low concentrations
of fuel cause fall off of voltage. Other
concentration effects include humidification of the
electrodes stream and use of air in place of oxygen.
These effects are dependent upon the detailed
construction of the fuel cell and the fluid flow
channels; because they are hence difficult to model
theoretically, the electrochemical energy converter
is assumed with two planar, smooth electrodes and
the characteristic scale of the feed gas density
variation along the channel is vastly greater than
the cell thickness. This means that along the
channel fluxes of gases and current in porous
media can be neglected as compared to the fluxes
and current in the plane, perpendicular to the
channels so that the complexities of the current
versus potential with porous electrodes is avoided.
However, due to the dominance of internal
resistance the characteristic is substantially linear
over normal operating conditions and may be
derived empirically; but a more accurately fuel cell
voltage-current characteristic may be represented

by an empirical relationship such as that
introduced by Kim et al [1]:
V=V,-blni—Ri—me" (12)

where b is the Tafel slope for oxygen reduction, m
and n are parameters that account for the “mass
transport overpotential” as a function of current
density.

Parameter m affects both the slope of the linear
region at the V vs. i plot and the current density at
which there is a departure from linearity. The value
of n instead has major effect in the mass transport
limitation region.

Let us calculate now the electrical generation
efficiency from the following [2]:

Hy -my | ¢

el —
c

Likewise the other efficiencies can be calculated:
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g, :K (14)
VO

g =i (15)
my -n,-F

g, =h (16)
WAC

gmax _E' (17)

AH

The previous expression represents the theoretical
maximum efficiency of conversion from chemical
to electrical energy. In fact, the theoretical
maximum amount of electrical energy that can be
obtained from the electrochemical reactions
occurring in the fuel cell is equal to the change in
the Gibbs free energy within the cell, while the
total amount of energy released in the
electrochemical reactions is equal to the enthalpy
change within the cell.

Thus, the theoretical maximum efficiency of
conversion from chemical to electrical energy,

& is obtained as the ratio between the change

max ?
in the Gibbs free energy and the change in the
enthalpy that occur in the cell'.

At this point, it is assumed that a constant DC
voltage is required for conversion to a constant AC
voltage, the excess DC voltage is dropped through
a resistor. Thus, the DC conversion voltage is
equal to the fuel cell voltage at rated or maximum
required operating current and the voltage
efficiency remains constant at partial loads.

Due to the rapid drop off voltage at low
concentrations, regulation of fuel flow by voltage
could be unstable and regulation of fuel flow
proportional to current is assumed. Thus the fuel
utilisation ratio or current efficiency is also
constant. Ancillary loads such as pumps, fans, pre-

' The Second Law of Thermodynamics requires that the
theoretical maximum efficiency be achieved only when the
cell operates under reversible conditions, and these conditions
are approached when there is no electrical load on the stack.
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heaters, compressor and so on, are identified and
considered.

5. Electricity and heat output vs. fuel
consumption

Two options are available:

- calculating the heat output and fuel consumed
for a given electrical power output;

- calculating the electricity and heat output for a
given supply of fuel.

5.1 Fuel consumed for a required electrical
output

e Add ancillary loads referred to AC supply and
add converter efficiency factor to give DC
output required from fuel cell stack.

e Determine sum of currents through all cells in

stack by:
w-N /4
I = r —_S. (18)
21 14 14
e Hence hydrogen utilised in stack from the
expression:
21
I (19)
Ty

e Hence hydrogen flow from utilisation
efficiency.

e Fuel flow to reformer from fuel to hydrogen
mass ratio and reformer efficiency.

e Total fuel consumption including external
pre-heating.

5.2 Electricity output for an available fuel
supply

The output of a FC is obtained as follows:
e Total fuel available minus fuel used in
external pre-heating.
e Hydrogen flow from reformer by reformer
efficiency and hydrogen to fuel mass ratio.
e Hence hydrogen utilised in fuel cell stack
from utilisation efficiency.
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e Determine sum of currents through all cells in
stack from the following:

Z]T =mH2 "G (20)

W=V.& (21)
Ny

We=V->1,. (22)

e Hence DC output and AC output from
converter efficiency.

e Total AC power out less ancillary loads
referred to AC output.

6. Heat output

From SFEE [2]:

Qin + VVvin = Qout + VI/OMZ +AH =

(23)
Qout _Qin = AG_AI—IR _AHFCZ

Q, includes reformer pre-heating external to

reformer or fuel cell stack.
Assuming a fraction x; of voltage losses within the
fuel cell stack is recovered as heat and correcting

them trough a fuel utilisation coefficient ¢, with

this assessment the relation (23) can be rewritten:

Q)ut_Q'n Z(AG_AHFC)‘? rt
+x,(e, —1)e,AG — AH (24)

When unutilised fuel is recirculated and burnt in
order to preheat the fuel internally:

Q)ut_Q'n :(AG_AHFC)gf +x[ (Ev _l)ngG—
~x,(e, - 1), AG-AH +(1—¢,)AH,, (25)
The total heat output and the heat gain are reduced

by heat losses from the external pre-heater and
from losses up to the heat exchanger. The usable

2 AG and AHpc are negative.
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heat output and heat gain are then further reduced
by the effectiveness of the heat exchanger. The
heat efficiency is calculated as:

(Qout — Qin —-L )ghex
AH FC
Er

& = (26)

the denominator is consistent with the electrical
generation efficiency.
The heat to power ratio is calculated from:

@27

7. Fuel stack configuration

Two calculation options are available:

- specify number of cells in series to determine
fuel cell stack voltage and number of cells
required in parallel to supply power;

- specify desired fuel cell stack operating
voltage to determine numbers of cells required
in series and in parallel.

When the desired operating voltage gives a non
integer value of cells in series, an integer value is
chosen and the stack voltage is modified. The cell
voltage is kept to that originally specified in this
case, since a small difference in cell operating
voltage could case a large and undesirable change
in cell operating current.

When instead the number of cells in parallel to
meet the required power is non-integer, an integer
value is chosen and the cell operating current
adjusted to fit. The resulting operating point may
then be compared with the voltage-current
characteristic.

Input of the cell thickness, the cell area and the

total number of cells enables the core volume of
the fuel cell stack to be calculated’.

Applicable only to the

construction.

rectangular sandwich type
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8. Water flows

Water is produced not as steam, but as liquid in a
PEMFC. A critical requirement of these cells is
maintaining a high water content in the electrolyte
to ensure high ionic conductivity. The ionic
conductivity of the electrolyte is higher when the
membrane is fully saturated, and this offers a low
resistance to current flow and increases overall
efficiency. Water content in the cell is determined
by the balance of water or its transport during the
reactive mode of operation.

Water management has a significant impact on cell
performance, because at high current densities the
mass transport issue associated with water
formation and distribution limits cell output.
Without adequating water management, an
imbalance will occur between water production
and evaporation within the cell. Adverse effects
include dilution of reactant gases by water steam,
flooding of the electrodes, and dehydration of the
solid polymer membrane. The adherence of the
membrane to the electrode also will be adversely
affected if dehydration occurs. Intimate contact
between the electrodes and the -electrolyte
membrane is important because there is no free
liquid electrolyte to form a conducting bridge. If
more water is exhausted than produced, then it is
important to humidify the incoming anode gas. If
there is too much humidification, however, the
electrode floods causes problems with diffusing the
gas to the electrode. A smaller current, larger
reactant flow, lower humidity, higher temperature,
or lower pressure will result in a water deficit. A
higher current, smaller reactant flow, higher
humidity, lower temperature, or higher pressure
will lead to a water surplus.

The balance of water emitted from the fuel cell
reaction and that consumed by the reforming
reaction is calculated from the mass balances of the
reaction equations and the fuel utilisation factor.
This neglects the water flow required to the fuel
cell anode and cathode in order to prevent damage
of the electrodes and polymeric membrane due to
dehydration.
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9. Case study

Numerous PEMFC  systems have  been
simulated, but to test the reliability of our program,
we have simulated, in detail, the behaviour of a
stack furnished from Ballard Power System [6].
This is based on a 5kW PEMFC fuel cell stack
model MK-5E, composed of 36 cells; each cell has
an active area of 232 cm’.

For the system above mentioned, the polarization
curve model of an individual cell at different
temperatures, carried out from our program, can be
seen in Figure 3. The coefficients of eq. (13), we
have used to plot the graph below, were obtained
from literature [6]. These curves are also plotted to
aid specification of a suitable operating point. In
Figure 4 is reported a system diagram including
electric power and mass flows.

—e—T=24 T=31 T=39

T=48

—=—T=56

T=72

0 100 200 300 400 500 600 700 800
mA/cmA2

Figure 3: Polarization curves for different
temperatures (T = °C)

600 -

—e—H2
——CH4

0.020 0.040 0.060

m [kg/s]

0.000

Figure 4: system diagram including main
energy and mass flows
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In Table 1 are listed some data, carried out from
our program for some input data. The fuel used for
this simulation is hydrogen and this one has been
obtained from a natural gas with a reforming
process. We have not taken into account the
various losses due to pumps, compressors and so
on.

Input data
Reformer
T[°C] poarl e [%]
950 3 74
Fuel Cell
T[°C] p [bar] V [Vol] W, [KW] S[m]  N;
24 3 0.99 5.0 232 36
& [%] Ri [W] b V] m[V] n[A"]
95 1.353E-03 4.790E-02 1.2E-03 3.4E-05
Output data
tivey, KES) iy TREST oy QulkW] Wi [kW]
5.45E-04 2.03E-04 1.181 14.8 4.18
o [%] & [%] £ [%] aw[%]  AG W]
83.8 272 21.6 66.8 -23.1
VoIVl T [A] In(K,) i [A/m] It [A]
35.64 147.68 0.255 6365.3 112.98
L N
9.05E-04 94.3
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Table 1: Data carried out from the program for
some input data

10. Conclusion

The program seems to be versatile and full of
quantitative calculations that allow to study the
behaviour of a single fuel cell or a single stack
with a good reliability. Here has been taken into
account only a hydrocarbon fuel such as the natural
gas but the methodology can be simply applied to
other fuels such as hydrogen, methanol, ethanol
and so on. For sake of semplicity the model does
not take into account that neither of the reforming
reactions is perfect, since some natural gas and
carbon monoxide make the FC through without
reacting. By now we have not taken into account
the various losses due to pumps, compressors and
so on. Moreover the Kim et al. expression here
adopted is limited to operation at constant stack
pressure and so it does not include vital system
parameters as stack temperature and relative
humidity. However the immediate calculation of a
lot of parameters with realistic values of FC
performances can produce a good system to
evaluate many quantities involved in the FC
processes. The use of more complicated models
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should produce likely better results but the Reactant Flow Dynamics for a PEM Fuel
parameters involved should be very numerous and Cell System, Fuel Cells, Wiley, May 2004,
sometimes difficult to estimate.
The Authors intend to validate this model trough [10] K. Hertwig, L. Martens, R. Karwoth,
laboratory experimentation on PEMFC by the “Mathematical Modelling and Simulation of
Mechanics Department of Palermo University. Polymer Electrolyte Membrane Fuel Cells.
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Modeling of Solar Radiation on Part Shaded Walls

M.Nikian and M. Naghashzadegan
Department of Mechanical Engineering
University of Guilan, Rasht, Iran

Abstract
The program described in this researchdpices average solar radiation on walls after
shading effects have been considerednbynerical analysis methods. After extensive
testing, it is hoped that, by integrating a wamsof this program into existing systems, a
more realistic solar heat gain may be obtained for the site. As a result of this, more
economical systems can be installed that will operate at more efficient levels benefiting
both the user (capital and running costsyl the supplier (more competitive quotes). The
program developed appeared to successfully deal with the majbstading cases that
are liable to be met in load estimating. The program is quick and reasonably accurate (to
within about 2% of hand calculationjith as few as 100 data points.
Keywords: Solar radiation, cooling load calculation, shaded wall

Nomenclature

AZ = solar azimuth 07 = shading wall origin point z

AL = solar altitude WAHX = horizontal shading wall length (x direction)
Dpx = x-co-ord of a point to be analyzed WAHY = horizontal shading wall length (y direction)
Dpy = y-co-ord of a point to be analyzed WAV = vertical height of a shading wall

Dpz = z-co-ord of a piot to be analyzed ITH = Total intensity on horizontal surfaces (w/sqgm)

SVX = solar vector x component IDH = Direct intensity on horizontal surfaces (w/sgm)
SVY = solar vector y component Idh = Diffuse intensity on horizontal surfaces (w/sqm)
SVZ = solar vector z component IDV = Direct intensity on vertical surfaces (w/sgm)
S0OX = shading wall origin point x ITV = Total intensity on vertical surfaces (w/sqm)

Y = shading wall origin point y

Introduction

To calculate zone loads, all load components musinstance up to 50% [1]ilepending on the position
be considered separately as internal or externabf the sun and the size of the glazing. The large
loads. A typical set of loads might be: Solar gain, importance of the solar gain component is rarely
Glass transmission, Wall transmission, Roof matched by the sophistication of the calculations
transmission, Lighting, Other electrical, People andused. Thus, zone peaks and subsequent sizing may
Cooling infiltration. Each of these may be further be highly influenced byerrors generated within
sub-divided into sensibland latent to determine calculations.

the overall cooling or heating air supply required.  The estimation of heating and cooling loads on
The magnitude of the components varies and peala building prior to the installation of an air
at different times. For outside wall zones, the solarconditioning system is both complex and liable to
gain is often a very significant component (for large errors. Most systems are now sized by

! Corresponding author: Tel/Fax: (+98) 1332204 , E-Mail: naghash@guilan.ac.ir
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commercial load estimating computer programs.
Large errors can be sliced from solar gain
estimations if shading is included. Load
estimating programs for determining the size of
air conditioning programs take into account
many heat gain sources. One of the most
significant external gains arises due to solar
radiation on walls and windows. The calculation
of solar radiation is often unrealistically high due
to the lack of consideration given to shading on
the external walls.

Most commercial load estimating programs were
found to be without building shading equations.
Two programs investigated, (CIBSE Heat Gains
[2] and Carrier HAP [3]) were found to identify
shading associated with external wall features.

A third program was investigated in detail is an
advanced load estimating program written in
1976 in the USA [4]. The program was devised
by the National Bureau of Standards at the
Centre for Building Technology.

Objectives:

To investigate an fiective method for the
calculation of solar radiation on a building walls
the position and orientath of other interfering
walls and building. The output should be
calculated with a view to using it as an input to
additional program modules (for instance - to
investigate dynamic heatransfer through the
building surface).

The method should be fast, accurate and
verifiable. It should also be easy to use but
flexible. The project should relate to programs
presently in use and how the new programs
might integrate into existing methods.

Solar Position Definitions

The sun position is given by two angles; the solar
azimuth and the solar altitude. Their definitions
are as follows:

a: The solar altitude (al)

The angle a direct ray from thersmakes with
the horizontal at a particular place on the surface
of the earth (Figure 1).
sin(a, ) =sin(D)x sin(LAT)
+cos(D)x cos(LAT )x cos(h) (1)

b: The solar azimuth (z)

This is the angle the horizontal component of a
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direct ray from the sun makes with the true
North-South axis. It is expressed as an angular
displacement through 360 degrees from true
North (in the clockwise direction) (Figure 2).

To calculate both of the above angles, it is
necessary to know the sun's position relative to
the plane of rotation of the Earth (declination)
and the position of the site on the surface of the
Earth (latitude). Also the local time must be used
for the calculation of the 'sun-time'. This
eliminates the need for thengitude of the site to
be entered. The following definitions list this
required information:

sin(h)
sin(LAT) xcos(h) — cos(LAT) x tan(D)

2
c: Declination (d)
This is the angular displacement of the sun from
the plane of rotation of the Earth's equator. The
value of the declination will vary throughout the
year between -23.5° and +23.5° because the
Earth is tilted at an angle of about 23.5° to the
axis of the plane in which it orbits the sun. Figure
3 shows the relationship.
D = 23.47sin(360x (284+ N )/365) ©)

WhereN is the day number (January 1st=1)

tan(z) =

d: Latitude (LAT)

An angular displacement above or below the
plane of the equator measured from the centre of
the earth, gives the latitude of a site (shown in
Figure 4).

e: Sun time (T)
This is the time in hours before or after noon.

f: Hour angle (h)
The angular displacement of the sun from noon.
h=(360/24)xT (4)

o

THE ANBLE OF THE o
SOLAR ALTITUDE ¢
/

HORIZONTAL SURFACE OF THE EARTH

Figure 1: Soalr altitude
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Solar Radiation

1- Direct Radiation

The intensity of direct radiation on a vertical
surface is easily calculated if the beam radiation
‘N’ is known. For a wall-solar angle of ‘WAZ’
and a solar altitude ‘al’ the intensity of the direct
vertical component is given by:

IDV = N xcos(a,) x CoS(WAZ) (5)

2- Diffuse radiation

Direct radiation entering the Earth's atmosphere
is subject to scattering to create ‘sky radiation’ or
‘diffuse radiation’.

The processes by which thigcurs can be split
into four categories:

i) Radiant energy scattered by atmospheric
molecules of ideal gas (eg. nitrogen,
oxygen)

i) Scattering due to presence of water vapor
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i) Selective absorption of water vapor
iv) Scattering by dust particles

Sky radiation can’'t be assigned a specific
direction (and hence no shadows are cast by it).
The intensity of sky radiation is usually much
less than that for direct radiation but cannot be
ignored. The quantity of sky radiation varies with
atmosphere's variation of gas composition, water
vapor content, and dust content. It also varies as
the solar altitude changes.

3- Shading by Walls and Buildings

The main purpose of the program is to provide a
reliable and fairly quick method of building
shading analysis. The three dimensional
geometry is fairly simple but difficult to
generalize the formula into one simple case. To
establish whether shading of a point (on the wall
to be analyzed) occurs, the geometry of the site
and surrounding buildings require to be known.
The definition of the walls and buildings on the
site are covered in detail in the program section.
However, the walls may be assumed to be
rectangular and perpendicular to the ground and
to be completely opaque.

1
T

4 1 v T
| —1 - AIAT cC A DC
T ANALYSIS AREA

Figure 5: Solar vector and shading wall
intersection
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Derivation of the Shading Equations
The derivation of the following formulae is
complicated somewhat by the problems of 1/0
errors (caused by tan(A/B) when B=0; l/cos(A),
I/sin(A) when A=0). The formulae have to be
rearranged to cater for such eventualities and a
test routine at the start of this section would then
be required to ensure the correct equations are
used. The diagram (Fig. 5) shows the typical
situation and the definition of the terms is given
below:

General Equation:

D px+ k]_(S/X) =0OX+ kz(WAH X) (6)
Dpy+ ks (SVY)= SOY:+ ko(WAHY) (7)
Dpz+k(SVZ)= SOZ+ ko(WAV) )

Wherek; k; kzare three unknown constants to be
found

Solution to General Equation
Rearranging general equats (6), (7) and (8):

k, (SVX) =(COXED) + k, (\WAHX) ©)
k,(SVY) =(SOY - Dpy) + k,(WAHY)  (10)
k,(SVZ) =(SOZ - Dp2) + k,(WAV) (1)
Multiply equation (9) b SVY/SVX):
Kk, (SVY) = (SVY/SVX) x (COXED)

+k (SVY/SVX) x (WAHX) (12)

Subtracting by equation (10):

0= (S\/Y/SVX) x (COXED) — (SOY - Dpy)
+ Kk, (((SVY/SVX) xWAHX) —WAHY) (13)
So,

[((SOY - Dpy) - (SVY/SVX) x (COXED))]

k, =
[(SVY/SVX) x WAHX ) —WAHY |
(14)
And from equation (10) we have:
k, - [(SOY=Dpy) —k, (WAHY)] (15)

SVY
Also using equation (11) gives:

k, = L(5V2/S)((SOY - Dpy) + ky(WAHY)) - (SOZ - Dpo)]

WAV
(16)
Subsisting fok;:
176
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" _ WAHY x ((SOY - Dpy) - (SVY/SVX))x (COXED)
T WAV x((SVY/SVX) x (WAHX —WAHY))

(Dpz-S07) +(SVY/SVX) (SOY - Dpy)] (17
WAV

R

Spatial Cases:

This is a list of some possible problems to be
considered when the general equation is to be
solved. All those listed below indicate 1/0 errors
may arise during calculation:

WAHX=0: wall is aligned N-S or S-N
WAHY=0: wall is aligned E-W or W-E
SVX=0: sun is due south (midday)
SVY=0: sun is due east or due west
SVZ=0,<0: sunrise/sunset and during
night

abrhwWNPEF

Solution for Special Equations:

Special cases require modification to the
general solution. These will be dealt with in
order:

Casel (WAHX=0)
- [(SVY/SVX)x (COXED) + (Dpy — SOY)] (18)

WAHY

, = (COXED) (19)
SvX

Hence:

K, = [(SVZ/SVY)(COXED) + (Dpz— S0Z)] (20)

WAV
Case 2 (WAHY=0)
As long as the wall veat WAHY is not zero,
the expressions derived for the general equation
can be used with SVY=0. This produces:

= [(SVY/SVX)(SOY - Dpy) + (Dpx=SOX)] (1)

WAH
k2 — ($Y — Dpy) (22)
SvY
K, = [(Svz/SvY)(SOY - Dpy) + (Dpz—S0Z)] (23
WAV

Case 3 (SVY=0)

As long as the wall vector WAHY is not zero,
the expression derived for the general equation
can be used with SVY=0. This produces:

k, = M (24)
WAHY
K, = [(COXED) + (\NAHXS\//\:(VAHY)(Dpy ~30Y)] (25)
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_(svz x WAV )[(COXED) + (WAHX /WAHY)(Dpy — SOY)]
SvX

ks

_ (SOZ - Dpz)
WAV

(26)

Case 4 (SVX=0)
Rearranging the generadj@ations and assuming
that SVY is not zero:

K = (Dpx— SOX)
! WAHX

(27)

(SOY — Dpy) + (WAHY /WAHX )(Dpx — SOX)]

-t svY

28
K - SVZ x[(SOY — Dpy)+ (WAHY /WAHX ) Dpx — SOX )]( :
o SVY x WAV
_% (29)

Case 5 (SVZ<0 or SVZ=0)

This can easily be detected before any
calculation is carried out and the physical
interpretation of this is that the sun has not risen.
The solar data for this case is thus considered to
be zero and no further shading calculation are
therefore required.

Calculation of SVX, SVY, SVZ

The calculation of these vectors may be easily
achieved by the use of the altitude and azimuth
angles as derived earlier:

SVX =cos(a,) sin(az)
SVY =cos(a,) cos(az)
SVZ =sin(a)

(36)

Solar Data Generation

This method uses clear sky solar data generated
by sinusoidal equations that have been fitted to
experimental data. Assuming that the solar
angles are already known:

D = Declination,L = Latitude,A = Solar altitude,

Z = Solar azimuth,S = Face orientation of
window analyzed; Then the sun normal intensity
(N) w/sgm at each hour is:

N =107416xsin(A) +1980060x sin(3A)

+70.1766xsin(5A) +30.3902<sin(7A)
+13.3842xsin(9A) +5.59234xsin(11A) (37)
+2.93048¢sin(13A) + 0.60647Zsin(15A)
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It is then necessary to correct the intensities by
applying an altitude correction factor JKfor
sites with an elevation 300m or greater above sea
level:

K, =1.02+0.00002« elevation

+0.00005¢ elevationx (1/sin(A)) (38)

|dh=121649xsin(A) +14.7575<sin (3A)
+7.72576¢sin (5A) + 347353 sin (7A)
+2.22222sin(9A) + 0.5253% sin(114)
+0.52164¢sin(13A) + 0.1311x sin(154)

+0.7687x sin(15A) (39)
For clear sky conditions:

I=1 Overall radiation factor,K.:=0.95 Direct
radiation factorK,=0.2 Ground reflection factor,
c=0 Cloudinesdc;=I Cloudiness factor

ITH = Kax | x(K_x fc,x IDH xIdh)  (40)
IDV = N xcos(A)xcog(Z-S) (41)
ITV =K, x| x(K,x fc,x IDV + 05x Idh+ 05x K, x ITH)
(42)
Window is specified on, the window will receive

only diffuse radiation and hence:
IDV =0,IDH=0

Numerical Analysis

For a general case solution to all the possible
geometrical problems posed by shading,
analytical techniques would be cumbersome and
very complex, and not necessarily quicker or
more accurate. Analytical techniques could be
used to find the shading boundaries of the
problem; numerical analysis is especially useful
for calculating the area that is shaded.

Numerical technigues require the splitting up
of an area to be analyzed into smaller areas. Each
area is assigned a central point where the
equations for that area are evaluated. It is
assumed that the conditions at this point are then
valid for the rest of the area. Thus the problem is
broken down into discrete point analysis rather
than the calculation of a continuum. This is more
straightforward, and is relatively easy to convert
into a computing sequence.

In previous part,, a set of equations were
derived to establish whether shading of a
particular point(Dpx, Dpy, Dpz) occurs due to
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another arbitrarily positioned wall at a certain
time. It can be seen that it is fairly easy to
incorporate the testing of a series of data points
into the analysis of a single larger area. Thus the
style of the program emerges: The testing of
these shading equations on sets of data point co-
ordinates throughout the building will establish
the fractions of the walls that are shaded.

Results and Discussion

This section gives an example of which aims
to demonstrate the advantages of the program.
This is shown as plan view of the site, a listing of
the results and graphs of the solar radiation in
watts per square meter on the windows analyzed.
The building have beeanalyzed for two time
intervals, January 800hrs - 1600hrs and June
800hrs - 1600hrs. This helps show the annual
variations of sun positio and the consequent
variations in the shading patterns. The
significance of the shading is very evident.

Building Height = 10m

all Windows 5 m Square Centrally placed

Figure 6: plan view of example

‘+Window 1 —a— Window 2 —— Window 3 —x— Window 4 —x— Window 5

600

Total Radiation (W/sqm)
N w B o
o o o o
o o o o

=
(=]
o

8 9 10 11 12 14 15 16

Hour

13

Figure 8: Total Radiation for 5 Windows in
Example Building
Time Interval of January 800hrs — 1600 hrs
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—e—Window 1 —s— Window 2 —a— Windows 3 —x— Window 4 —x— Window 5

700

600 -

Total Radiation (w / sqm)
N w S u
o o o o
o o o o

=
o
[S]

8‘9‘10‘11‘H12‘l3‘14‘15 16

our

Figure 8: Total Radiation for 5 Windows in
Example Building

Time Interval of June 800hrs — 1600 hrs

Conclusion

The overall objective of this research was to

stress how important the effects of shading are on
the incident solar radiation on the building (and

consequently the cooling load on the air-

conditioning equipment).

The program described in this research produces
average solar radiation on walls after shading
effects have been considered by numerical
analysis methods. After extensive testing, it is

hoped that, by integrating a version of this

program into existing systems, a more realistic

solar heat gain may be obtained for the site. As a
result of this, more economical systems can be
installed that will operate at more efficient levels

benefiting both the user (capital and running

costs) and the supplier (more competitive

guotes).

The program developed appeared to successfully
deal with the majority of shading cases that are
liable to be met in load estimating. The program

is quick and reasonably accurate (to within about
2% of hand calculations) with as few as 100 data
points. The program apparently indicates the
shading equations are correct together with the
methodology behind their use.
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Shading Radiation Data for Window 1 (100 Data Points)

Time

Month (hr)

Jan 8:00
Jan 9:00
Jan 10:00
Jan 11:00
Jan 12:00
Jan 13:00
Jan 14:00
Jan 15:00
Jan 16:00

TV
(w/sgm)

105.71
384.52
515.07
524.28
451.73
327.00
178.76
45.94
7.47

IDV
(w/sqm)

103.41
373.09
493.91
493.67
413.97
286.01
139.89
16.70
0.00

%Direct Rad. Total (w/sqm)

100
100
100
100
100
100
100
100

0

105.71
384.52
515.07
524.28
451.73
327.00
178.76
45.94
7.47

Total

Watts
2643.1
9614.2
12878.4
13108.8
11294.8
8176.0
4469.5
1148.8
186.8

Table 1: Calculation Results for Window 1 in Example Building in January

Shading Radiation Data for Window 1 (100 Data Points)

Time
Month (hr)
Jun 8:00
Jun 9:00
Jun 10:00
Jun 11:00
Jun 12:00
Jun 13:00
Jun 14:00
Jun 15:00
Jun 16:00

TV
(w/sgm)

569.17
617.58
604.68
532.54
408.94
246.88
126.72
113.07

94.41

IDV
(w/sgm)

499.74
531.06
503.12
417.95
284.46
117.25

0.00

0.00

0.00

%Direct Rad. Total (w/sgm)

100
100
100
100
100
100
0
0
0

569.17
617.58
604.68
532.54
408.94
246.88
126.72
113.07

94.41

Total

Watts
14231.0
15441.5
15119.0
13315.4
10224.8
6172.7
3168.4
2827.2
2360.7

Table 2: Calculation Results for Window 1 in Example Building in June
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OPTIMIZATION OF THE HEN OF A REFORMING SYSTEM
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ABSTRACT

Proton Exchange Membrane (PEM) based combined heat and power production systems are
highly integrated energy systems. They may include a hydrogen production system and fuel cell
stacks along with post combustion units optionalbypled with gas turbines. The considered
system is based on a natural gas steam reformer along with gas purification reactors to generate
clean hydrogen suited for a PEM stack. The temperatures in the various reactors ingrexfuel
essing system vary from around 1000°C to the stack temperature at 80°C. Fuehestswnal
heating must be supplied to the endothermic steam reforming reaction and steam must be gener-
ated. The dependence of the temperature profiles on conversion in shift reactors foifigas pur
tion is also significant. The optimum heat integration in the system is thus imperative in order to
minimize the need for hot and cold utilities. A rigorous 1D stationary numerical system model
was used and process integration techniques for optimizing the heat exchanger network for the
reforming unit are proposed. Objective is to minimize the system cost.
Keywords:Fuel cells; Steam Reforming; Heat Exchanger Network (HEN) Synthesis; MINLP.

NOMENCLATURE

G Molar concentration [mol/ R Universal Gas Constant [J/(mol-K)

Cp Area cost coefficient and exponent Re Reynolds number [-]

CCU/HU Cost of cold and hot utility R Rate for specie [kgmol/h/kg cat.]

Cis Concentration in solid [molffh T Gas temperature [K]

Cog Spec. heat capacity of gas [J/(kg-K)] TIN/OUT Inlet/outlet temperature of stream [K]

d, Equivalent particle dlametgr [m] y To Inlet gas temperature [K]

dtcuy; Approach temp. for match i and utility [K] Tis Temperature within the solid particle [K]

Diire Internal-/External tube diameter [m] Toal Wall temperature [K]

Det, Effective diffusion coefficient [cm?/s] ATy Approach temperature match (i,j) loc. k [K]

Der Eff: I’i'?\dlal diffusivity [Myia/(MreactorS)] Ug Superficial Velocity [m/s]

f Friction factor [-] z Axial coordinate [m]

F Heat capacity flow rate zeyhy  Binary variable denoting utility match

Fi Molar rate of specigkmol/h] Zik Binary variable denoting match (i,j) at stage k

Frotar,i Total molar flow r_ate at inlet [kmol/h] Ay Wall heat transfer coefficient [J/m2-h-K]

AH; Enthalpy of reaction [kJ/mol] £ Void fraction of packing, [M3ia/Mbed

LMTD Logarithmic mean temperature difference [K] A Effective radial conductivity [J/(m-s-K)]

P P:a: pressure [2”.“]| ‘b Aetto Static eff. radial conductivity [J/(m-s-K)]

Po otal pressure at inle [__ar] Os Bed density (incl. porosity) [kgfin

pi Partial pressure of spedigbar] .

: yo Gas density [kgfh

Pr Prandtl number [-] . .

gecu/hy Heat exchanged between stream and utility. Ps Densn_y of the solid [kg/f .

Tk Heat exchanged between stream (i,j) in stage k. i Effectiveness of the catalyst,&irR; [-]

r Radial coordinate [m] é Pellet coordinate in active area, [m]

r| Reaction rate [kgmol/h/kg cat.] Q Cross-sectional pipe area [m?]

Iy Radius at wall [m]

! Corresponding authompn@iet.aau.dk
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INTRODUCTION produced either from renewable energy driven
electrolysis or from fuel processing of hydrocar-

PEM fuel cells are electrochemical devices, which Pons. This paper deals with hydrogen production

efficiently convert energy in hydrogen directly into Py Steam reforming (SR) of natural gas (NG).

electricity without combustion and with no moving 4 Toute=750°C
. . . " —_ outlet—
parts. The process is the opposite of electrolysis ~ TIKI|Pre=Sbar — ___eoe 2oz P bar]
and can be compared with the process in a battery. S 00°C e
. . . . . inlef outler—-L-
The following figure illustrates the principle of a 0 = S
single fuel cell: = Heat supply froth | side fired bumse”” "**”"
26 Load i
— @ _______ Natural gas—* Gooemoosaneaaoanaag Hydrogen rer
H 3 . 2 synthesis gas.
! ' Packed Catalyst Bed§ ——»
+ - — 2
s et A st AR A A AT S T Steam N %% 00 00000 0 0,000 0.0.0/6.0.008 H2, COZ, CO.
Hz in. Oxidant in. 'llll-llllKll DOOOOOOOL HZO CH4
[ & g (Air) ‘|'
L. <J i i Fig. 3. Schematics of a packed bed NG SR.
& 26 +30y(g) - O
Ha(g ~2H" +2¢° ZH”OJAH o Steam reforming in catalytic packed beds (fig. 3)
; ; “ has been dealt with extensively. The main advan-
— Electolyte : S tage compared to other fuel processing technolo-
20, depleted fuel lon Conductor) leted oxidant an . . . . . .
prodct gas o ut g ot ). gies is the high efficiency. The catalyst particles

(Anode) (Cathode) are illustrated as spheres in fig. 2 but can have
Fig. 1: Single hydrogen fuel cell. various other geometrical shapes. The shape de-
pends on a tradeoff between pressure losses
The polymer electrolyte separates the reactants andthrough the bed and the active surface area.
prevents electronic conduction. The electrolyte
allows protons to pass through via electro-osmotic Practical and theoretical issues about steam re-
drag. Electrons feed from the reaction then pass forming were described by Rostrup-Nielsen [1] in
through an external loop to supply the given load detail. Froment & Xu [2a]+[2b] developed and
and take part in the cathode reactions. validated a generalized Langmuir-Hinshelwood
type kinetic model of the process (assuming that all
PEM fuel cells have a potential of approximately molecules at the catalyst surface are adsorbed).
0.6-0.7 volts, which means that serial stacking is This model has been widely accepted. Through this
necessary in order to get the desired voltage. The work, it was recognized that mass transfer limita-
photo below shows a recent 800W Pt-Rt catalyst - tions within catalyst pellets are significant for this
50 cell PEM stack developed at FACE AAU, IET:  process, which is strongly diffusion controlled.

Only a thin layer of catalyst surface contributes to
the process. Levent et al. [3] investigated this phe-
nomenon further using a simplified approach for
spherical catalyst particles.

Rajesh et al. [4] developed a steam reformer
model based on the work of Froment & Xu
Tl lil) [2a]+[2b]. They used a genetic algorithm for opti-
g = mizing plant economy of large-scale hydrogen
Fig. 2: PEM-stack developed by M.Sc. students.  production plants.

Hydrogen is not available as conventional fossil Godat et. al. [19] used a process integration tech-
fuels like natural gas, oil and coal so it must be nigue to make a preliminary system analysis of a
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PEM-steam reforming system. They proved that Water Shift Converters
the theoretical efficiency could be improved from It is necessary with two steps (LTS & HTS) to get
35% to 49% using appropriate process integration. rid of CO. Typically water gas shift converters are
used in two temperature steps to minimize catalyst
SYSTEM DESCRIPTION volume. Steam reacts with CO and forms,@ad
H, and thus contributes to hydrogen production.
A simplified PEM fuel cell steam reforming sys- ) o
tem is illustrated on fig. 4. The temperature levels Preferential Oxidation .
of the different processes are illustrated as well. Subsequent to the shift conversion steps the carbon
The system involves several reactor steps due to monoxide content is still 1-2%, which means that
gas impurity issues [8]. In the following, the indi- further purification is necessary. This is done by

vidual steps needed in producing hydrogen for ad_ding a small f_raction of a_ir to the gas in a cata-
PEM fuel cells will be described. Iytic reactor. This process is strongly exothermic

so it is usually done in several steps with interme-
diate cooling to be able to control the process. In
the conversion process a small amount of the hy-
drogen is lost due to reaction with oxygen forming
by A 200-205°C ST Pro water. 0.5-1% of the Hs lost in this process.

T Catalytic After Bumer PEM FC Stack
IHE Y Dﬂ@ STEAM REFORMER MODEL

Fig. 4. SR-system with ;purification system. For simplicity, it was chosen to use the 1D-model
developed by Froment & Xu [2a]+[2Db].

DeS Natural Gas

Steam Refor

Desulphurization
Natural gas desulphurization is necessary due to Reaction kinetics
the sulphur content in most natural gas sources. The overall reaction scheme for the process includ-

Sulphur compounds poisons to the nickel catalyst ing enthalpies of reaction is summarized as:
used in steam reformers and is also severely

degrades the efficiency of PEM fuel cells. The _
usual DeS-process is hydrodesulphurization CH,+H;0 ~ CO+3H,, AH__ 224.0 kJ/kmol (1)
(convert the sulphur into 43 followed by a ZnO CO+Hy0 ~ COy+Hy, 4H =-37.3 kd/kmol (2)
bed to convert the 4 into ZnS(s) and steam [9]). CH, +2H;0 - CO, +4H;, 4H = 186.7 kJ/kmol (3)

CO-poisoning of PEM-stacks Rate expressions expressing the kinetic rate of
Carbon monoxide (CO) is a severe poison in PEM disappearance or production of species as function
fuel cell stacks since it adsorbs to the electrode. of the partial pressures (i.e. expressions represent-
The efficiency is strongly degraded if the CO con- ing reaction kinetics) can be found in the original
tent in the syngas exceeds 10ppm [8]. The effect is papers [2a] & [2Db].

time dependant [10]. The process, however, is

reversible, which means that the PEM stack is fully Conservation equations

recovered again after some time with operation on Since only reaction (1) and (2) are linearly inde-
pure hydrogen. Other methods for faster recovery pendent it is possible to express the overall conver-
are under development. One method is to add asion in terms of two conversion species. Other
little oxygen to the anode gas. This minimizes the components can be found in terms of the molar
problem with CO but leads to more advanced heat rates and the conversion of these. It is chosen to
management in the fuel cell stack due to the exo- select CH and CQ as key constituents. Plug flow
thermic nature of the CO-oxidation. condition (linear velocity profile) is assumed.

Proceedings of SIMS 2004 183 WWW.SCansims.org
Copenhagen, Denmark, September 23-24, 2004



SIMS 45

The species balance along the reactor coordinate For the slab geometry the concentration profiles in
may be written: the catalyst is evaluated at each axial point by the
following type boundary value problem (BVP)

dFen differential equation equating the sum of in- and
iz L= QpBﬂCH4R(:H4:QpB(_’71r1_'73r3) (4) outlet fluxes to the species production:

dFco, _ _ D dc
= % = Qpgfico,Reo, = Q0B (7212 + 1a13) ) ;2” %(52 d&;j = psRs(Cis. Tis) (8)

The stationary energy balance of the reactor yields: It can be assumed that the pellets have same tem-

perature as the bulk flow so that the mass balance

pB[—AHlfhrl—AHzﬂzrz—AH3,73r3_4U(T_TwaII)H in (8) is sufficient to describe the intra particle
ar _ Tubei (6) flow. Initial values is zero gradient &0 and con-
dz PgCpals centrations equal to bulk conditionséathickea.
The momentum equation expressing the pressure
loss through the packed bed is: The BVP was solved using orthogonal collocation
do . Pgus? on finite elements conve_rting the differential equa-
E__f A partle (7 tions into a set of non-linear algebraic equations.

The solution was approximated using LaGrange
Ergun’s equation [11] was used to calculate the polynomials. The collocation points were chosen
friction factor and the equivalent particle diameter as the roots of the Legendre polynomial. See [14]
is defined as the diameter of a sphere with the for a detailed description of this method.
same external surface area per unit volume of the
catalyst particle, see VDI Warmeatlas, page Gg 3 Average molar fractions produced by the steady
(1974). Initial values for (4), (5), (6) & (7) are zero  state steam reformer model are shown on fig. 6:
conversion and inlet temperature and pressure. A
heat transfer model was implemented to calculate
U andT,.i. Thermodynamic properties were calcu- s
lated using standard ideal gas mixture rules. Mix-
ture heat conductivity and viscosity were found ©°7
using Wilke’s method.

Average Molar Fractions at Steady State [-]

0.6

Calculation of effectiveness factors 05l
The effectiveness factors in (4), (5) & (6) account
for intra particle resistance and were calculated o4r
assuming a simplified slab geometry of the catalyst
pellets. The factors express the ratio between the o3
actual rates due to mass flow resistance in the pel- ;,»
lets and the ideal rates based on the catalytic sur-
face. The pellet geometry is illustrated on fig. 5 01r

0.445¢cn

dp,i =0.84cm <
) —

Catalyst carrier

Axial position in reactor z, [m]

Tortuous pore

Fig. 6. Species profiles through reactor.
H=1.0cm catalyst surface

The results correlate very well with simulation

dpo= 1.73cm ' results publicized in the literature elsewhere
Fig. 5. Pellet Geometry. [2a+2b], [4].
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Thermodynamic properties and heat transfer
Thermodynamic mixture properties were calcu-
lated using standard ideal gas mixture rules. Mix-
ture transport properties such as thermal conductiv-
ity and viscosity were found respectively using
Wassiljewa’s method as described in [12] based on
normal boiling points and Wilke’s method as de-
scribed in [13]:

Mixture data for the transport properties (i.e. ther-
mal conductivity and viscosity) was found using
Wilke’'s method and the regression data for the
transport properties of the individual species. This
was done using the interaction coefficients as:

- N Xi Hi
”mix‘z NS
= X
=

NS
Xi Ki

andkpy = z -

S
i=1
ZXJ‘%‘
1

j=

9)

Basically, the following procedure can be used in
calculating the interaction coefficients in for the
mixture viscosity (10):

(10)

Effective diffusivities for each gas in the mixture
have been calculated using the method described in
[12] as a geometric mean of the Knudsen diffusion
and binary molecular mixture diffusivities.

In addition [12] gives the wall heat transfer coeffi-
cient and the effective radial conductivity in the
fixed bed based on the work of De Wasch and
Froment (1972) as follows [11]:

1

Where:
Aetto = E(/‘g +0'95am")+ 223+Tizi(llz)m I )
" ¢} p
and
T 3 T 3
L 01952 —
Coussf T o s
ST T ooee ] 3
1.O+{70'25‘E }
2(1-¢)

The heat transfer model accounts for radiation and
conduction between voids in the fluid phase and
transport between neighboring particles in the solid
phase.

SHIFT REACTORS & PROX

Fundamentally, the shifts- and PROX reactors are
modeled with similar assumptions as done in the
steam reformer model. The reaction kinetics and
catalyst properties used were taken from [15]. The
PROX can be modeled using the kinetics in [16].

MODELING OF PEM STACK

The PEM stack was modeled simplified calculating
the polarization curve expressing the correlation
between the stack potential and the current density
(fig. 7):

4 potential [V]

\_

| Activation
overpotential4—
region

Concentration
overpotential
region

Ohmic
overpotential
region

_B964),, 05121,D, Rey,) Pré (12)
w Dt i 413 d p Current density [mA/cn?] >
. Fig. 7. Typical polarization curve for PEM-stack.
01114, Reyyy) Pre (12) , ,

Aet = Aetiot—————— 5 — Using the fuel cell model enables calculating the

1+ 4{%] inlet flow of natural gas to the reformer needed for

Dy a certain plant size.
185
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In modeling it is assumed that the overall voltage

is the potential Gibb's electromotorical force mi-

nus the sum of the individual stack losses:
V = VO _,70hmic _,7aa (16)

V, is the potential at zero current minus the con-

centration overpotential [V] governed by the

Nernst-equation. The ohmic overpotentigdnmic

[V] is modeled as a linear function accounting for

the various ohmic losses in the fuel cell mem-
branes, gas diffusion layers and contact resistance.

The activation overpotential can be separated into
the activation at the anode side and the cathode
side. The anode activation overpotential is several
orders of magnitude smaller that the cathode over-
potential so it can be neglected. This yields the
following coupled differential equations for calcu-
lating the cathode activation overpotential using
Butler-Volmer kinetics and a homogeneous cata-
lyst layer model. The cathode model uses the con-
cept originally described by Springer et al., 1991:

Veathode 17
] | {5 - enf ) (1)

d']c = I I:ﬂcat (18)
dy o

di_

dy

a7,
RT

(19)

dCOZ :tcat [ql -1 Fl)

dy nCFD, o,

The equations were non-dimensionalized multiply-
ing with the catalyst thickness,; [m] using the
catalyst layer coordinate[)0;1]. | is the current
density [A/m?],Co, is the oxygen concentration at
the catalyst layer interface [molfinF is Faradays
constant, n is the number of electrons involved in
the reaction (n=4) and I.

Equations 17-19 is solved with initial values for
the three constitutive variables and the boundary
condition that the current density should begJ=l

Integration is stopped when the oxygen concentra-
tion reaches zero in the catalyst layer. A linear
correlation was used to estimate the overpotential
at y=1, see fig. 8, which shows the variation of the
constituents in the catalyst layer at 1=0.8A/cm2 —
note that (19) has been non-dimensionalized prior
to integration putting the initial oxygen concentra-

tion at the catalyst surface in the denominator.

(Ar): E‘acahnda:ﬂ B4 - E‘Enhm: 0280 - V=035[] - I=080 [&em]
12 T T
11 [— 1l ‘
‘ — g V] ‘
1 [=—=" ) v}
03 \ ntegration i? erminated here! |
|
08
C
o, |
[ikd \ = /-'
COZ‘inmal / '
06 !
\ / ! Meathoas
05 !
., \ ' _— y
Sy 4
03 !
. SN =G =041 y(c, = 9],
/ N\ i L o)
01 \ '
s

o
0 0.1 02 03 0.4 05 08 07 0.8 09 1

Non-dimensionalized position in cathode catalyst layer y, [em/em] -

Fig. 8. Properties in catalyst layer (I=0.8A/cm3).

t= 1554 [em]

Several equations are needed to calculate the oxy-
gen concentration at the catalyst layer surface and
the effective diffusion coefficierDe o, in the cata-

lyst layer material. A thorough description of the
catalyst layer modeling is given by Marr & Li,
2000 in their paper “Composition and performance
modeling of catalyst layer in a proton exchange
membrane fuel cell’. The additional parameters in
the electrochemical model such agproton con-
ductivity [S/m]), i (exchange current density
[A/m?])) and a, & a. (anodic/cathodic transfer co-
efficient) can be found here as well. The exchange
current density is a measure for the electrochemi-
cal activity of the catalyst layer, and it represents
the current density for system equilibrium.

OPTIMIZATION OF HEN

Using the system model kinetics it is possible to
establish the flow capacities needed (mass flow

at y=1 (i.e. the Nafion surface after the catalyst times specific heat capacity) for each flow. Tem-
layer). The initial cathode overpotential is fitted perature intervals are given by catalyst properties.

using a shooting method based on a combination of In order to optimize the heat exchanger network
parabolic search and golden section search. (HEN) the method of Yee and Grossmann [17] can
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be used. The methodology is to minimize the total algorithm based on outer approximation for solv-
cost of the HEN, which can be described by the ing  mixed-integer nonlinear  programming
following overall objective function [17]: (MINLP) problems that involve linear binary vari-
min{Total Cos) = AreaCost Fixed CostUnits UtityZo (20) ablgs as well as linear and nonlinear continuous
variables developed by professor developed by J.
This method uses a simplified superstructure to viswanathan and Ignacio E. Grossmann, 1990.
find the optimum HEN-configuration allowing for

stream splits. However, it is assumed that the mix- The area cost of the heat exchangers was assumed
ing is isothermal. This means that the method is to follow the simplified cost function:

correct when no stream splits occur but if this is  Exchanger Cost [$] = Unit Price + C - (Aref)
not the case, the method in some cases fails to find

the optimum solution [18]. An approximation to  An example retrofit HEN using the temperature
the LMTD method is used to prevent numerical jntervals on fig. 4 & heat capacities and flows cor-

difficulties when equal approach temperatures on responding to 100kWnet output is shown below:
both sides of a heat exchanger occur. Yee and

. . 37.5kw 8.0kW
Grossmann proposed the Chen approximation (21).  og5oc e O————O——» 480°C
(21) 25°C — e A e
LMTD=M:3/AT1ATZ(AT1+AT2J 80°C —2-0 » 300°C
in| &% 2 400°C 4—@—5 o 750°C
AT, 145°C 4_@< 405°C
TP, . 120°C <50 150°C
A simplified heat transfer model neglecting heat 80°C < A 130°C
conduction was used. The objective function, b e

which has to be minimized subject to appropriate
constraints, was formulated by Yee and Gross-
mann as follows:

It is seen that the need of hot utility has been
eliminated from the system and cooling is reduced.

min > CCU qey+>  CHUghy+> >, 3, CFg+>. CE zod DISCUSSION
iOHP Iniel ] Oi HP jOCP KIST 0 HP
]
A model of a natural gas reforming fuel cell sys-

S CRLzhy+Y Y Y ¢ il + tem has been established. Using the parameters
8

e iR R st T"kmw{w} found in modeling an optimal heat exchanger con-

2 figuration can be found subject to the overall cost

of the system. The method needs further investiga-
3 G Oy tion regarding stream splits and the afterburner

iOHP U\,CUATCU‘\ (TOUT— TlN:U )i/A -EU,I +|:%:| Subsystem ShOU|d be InC|Uded

o Moreover, the dynamics of the resulting HEN-

S G, Gon networks should be investigated using dynamical

Use ATy, (TIN, ~TOUT )3faT, | + TIN,, +TOUT models of the HEN and the reactors.
HU,j2 THUj HU i HU j 2

joep

(22) It is however expected that the present model will
be a useful tool in system design in determining

Feasibility of temperature interval matches and the optimum amount of heat integration for a given
approach temperatures are applied as constraints toheat/power application. In near future it is expected
(22). The minimum approach temperature (pinch to verify this experimentally at Aalborg University.
point) can be defined using a constraint as well.
The minimization of the MINLP problem produced In the preliminary calculations, the Shift- and PrOx
by (22) can be performed using GAMS using for reactors were considered adiabatic. Heating these
instance the MINLP solver DICOPT. This is an reactors externally should be investigated.
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CALCULATION OF HEAT FLOW FROM BURIED PIPES USING A
TIME-DEPENDENT FINITE ELEMENT MODEL

Tommy Persson” and Janusz Wollerstrand
Lund Institute of Technology
Department of Heat and Power Engineering
P.O. Box 118, SE-221 00 Lund
Sweden

Abstract

The paper describes a time-dependent model for calculating heat flow from buried pipes. The
model is based on the finite element method. In order to minimize the influence of the fact that
only a finite part of the ground is modelled, the ground block has to be chosen sufficiently large.
The factors that mainly influence the choice of ground block size are: Media temperatures,
ground composition and whether the pipes are insulated or not. For district heating pipes a
ground block of 10 x 20 m is normally sufficient while corresponding dimensions for pipes used
for heat gathering for heat pumps are 18 x 36 m. The convective heat transfer coefficient at the
ground surface has a clear influence on the calculated heat flows. Considering errors introduced
by the assumptions made, a default mesh created in FEMLAB® for the studied applications was
found to be more than adequate. Although hard to investigate, ground soil properties are surely of
significant importance to the calculated heat flows. This is especially the case if the medium
temperature is close to the ground temperature. In the paper it is shown that, particularly when
studying cases with media temperatures close to the ground temperature, stationary models can
produce results that differ greatly from time-dependent calculations.

Keywords: Finite element method, heat flows, buried pipes, time-dependent model

Nomenclature

Abbreviations ground Property related to ground

a Thermal diffusivity [m>/s] ins Property related to insulation

b,c,d Distances [m] pipe Property related to medium pipe

c Specifik heat [kJ/kgK] ret Return medium (low temperature)

DH District heating sup Supply medium (high temperature)

f A general function water/pipe  Surface between water and pipe

0 Heat flow [W] .

T Temperature [°C] Introduction

U Overall heat transfer coefficient [W/K] Heat flows to and from buried pipes are of interest

. 2 in a number of applications. Two common fields

a Conv.ectlve hez}at transfer coeff. [W/m-K] are district heating and heat gathering for heat

P Density [kg/m”] pumps. In a district heating system heat flows from

A Conductive heat transfer coeff. [W/mK] the pipes are adverse to system performance. In the

o Average deviation between results [%] case with heat pumps, during wintertime heat
) extraction from the ground gives a heat

r Time [days] contribution to the building and during

Subscripts summertime heat could potentially be rejected to

air Property related to air the ground in order to obtain a cooling effect on

the building. Thus, a low resistance to heat transfer
_ ) i is positive in this case. The aim of this paper is to
casing Property related to casing pipe provide the reader with information needed to

*Corresponding author. Phone: +46 46 22 29273,

Fax: +46 46 22 24717, Tommy.Persson@vok.Ith.se 189 .
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perform accurate heat flow calculations for buried
pipes. The calculations are based on the Finite
Element Method (FEM). The commercial software
FEMLAB® was used for the calculations. For
details on the theory of the FEM the authors refer
to Ottosen et al [1].

Description of a time-dependent
FEM-model

The geometry for the FEM-model and definitions
used in the paper are shown in Figure 1.

Tair = fair(T) Saair/ground

A

Tret = frel(T) ¢ Tsup: fsup(T)

b
Olwater/pipe

\\= b > b :/J

Ground

Q':og

Figure 1 Geometry for FEM-model

The model consists of a ground block of size b x
2b metres and two pipes located in the horizontal
centre of the block with an internal distance of ¢
metres. The distance from the pipe head to the
surface is d metres. In Figure 1 the pipes are shown
as DH pipes and are thus insulated. The details for
the DH pipes used in the calculations are shown in
Figure 2.
[mm]

Casing Insulation

7y \

174 180

Medium Medium pipe
Figure 2 Details for DH pipe

The air and media temperatures are functions of
time. The boundaries towards the air and the media
are set as convective. Both the convective heat
transfer coefficient at the ground surface and at the
pipe walls are regarded to be constant. The
boundaries between the ground block and the
surrounding ground are set as perfectly insulated
(i.e. symmetry). Unless otherwise is stated the
assumptions according to Table 1 and Table 2 are
used throughout the paper.

Property Value
Convegtlve h§at transfer 15 W/mlK
coefficient, air/ground, Oiyeround
Convegtlve heat trapsfer 2500 W/m’K
coefficient, water/pipe, Owater/pipe
Size of ground block, b 10 m
Dlstance betcween pipes, ¢ 09 m
(insulated pipes)
Distance between pipes, ¢

. ) 2m
(uninsulated pipes)
Pipe depth, d (insulated pipes) 0.6 m
Pipe depth, d (uninsulated pipes) 1.5m

Table 1 Assigned values to various properties

Material Heat Density, Heat

conductivity, P, capacity,
A [WmK] | [kg/m®] | ¢, [J/kgK]

Pipe

(steel) 76 7850 480

Insulation

(PUR) 0.030 60 1700

Casing

(PEH) 0.43 940 1900

Ground 15 1800 | 1200

(moraine)

Table 2 Thermal properties of pipe, insulation,
casing and ground

Since the scope of this paper is to investigate the
influence of various assumptions on the calculated
heat flows it is easier to interpret the results if the
material properties are constant, see Table 2.
However, when performing calculations for a
specific case dependence on temperature, time or
location should be regarded and can easily be
implemented in FEMLAB®.

In the model, only heat conduction in the ground is
considered. Based on a discussion in Sundberg [2]
it is concluded that conduction is the most
important heat transfer mechanism in most types of
soil. The largest error related to this simplification
is probably due to the fact that energy
bound/released at the phase-change ice/water is
neglected.

Initialising the model

In order to obtain a realistic temperature
distribution in the ground at the beginning of all
calculations in the paper, an initial calculation
covering a period of 4 years is performed. The
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states at the end of this calculation are then
mapped as the initial state to the calculations that
are analysed. The FEMLAB® commando
“asseminit” is used for the mapping.

Ground temperature distribution in
reality and in model

A description of stationary calculations of heat
losses from DH pipes is found in Jonson [3]. The
results presented there are very close to
specifications from pre-fabricated district heating
pipe manufacturers. The main objection to this
kind of calculations is that the problem, which is
clearly time-dependent, is treated as a stationary
one. As a consequence of the time-dependent
reality a correct ground temperature distribution
can never be obtained using a stationary model.

Real ground temperature distribution

Figure 3 shows a typical yearly range of ground
temperature variation at different depths. In this
case the ground temperature varies around an
average value of 8 °C. Due to the thermal inertia of
the ground the temperature at the surface varies
between -4 — +23 °C while at depths below 6 m it
is relatively constant. The exact details of how the
temperature will vary with depth during a year
depends on the composition of the ground, as will
be shown below, and the climate.

Range of air Range (amplitude)
temperatures\ of soil temperatures

3_

A i
| Average annual /_w !
mean temperature %
Vi —
[
1 -
141
1
| | | | =1 | |
-0 -5 0 5 10 15 20 25
Temperature, °C

Figure 3 Ground temperature variations during a
year in Ottawa, Canada, adapted from Williams &
Gold [4]

Depth below surface, m
B w
I

o wn
I

Modelling the ground

If a material is considered as homogenous (i.e.
Ax,y,z) = constant) and there is no internally
generated heat, the equation of heat conduction can
be simplified to:

or pc

o _ A (0T o*T 9°T)_ A
+ +
oc

— 2 — 2
ot e Tl TR M

The term (4/pc) is called the thermal diffusivity
and is denoted a. According to (1) the thermal
diffusivity is a measure of how the temperature in
a material changes with time, 7, when exposed to a
disturbance. In Figure 4 is shown how the
temperature varies with depth according to FEM-
calculations in two extreme cases approximately
representing dry moraine and granite with a high
fraction of quartz, respectively, as specified in
Table 3. The model shown in Figure 1, apart from
the pipes, with /=20 m was used.

Material A P, c
[W/mK] | [kg/m’] | [J/kgK]

Moraine, dry 0.6 1800 1600

Granite, high

fraction of quartz 4 2700 800

Table 3 Thermal properties of ground, extreme
cases

The air temperature in Figure 4 was varied as:

T, =7 +11sin| 27C 2)
365

Moraine {dry), a=2e-7 mlfs Granite (high quartz content), a=19e-7 mils
20

Temperature [*C]

X 0
i
SR B
e 1
hi
Temperature [*C]

Depth [m]

Depth [m]

Figure 4 Calculated ground temperature variations
during a year

Figure 4 shows that the thermal properties of the
ground significantly influences how the air
temperature penetrates the ground. For instance, in
the left case, the ground temperature is essentially
constant at a depth of 6 m while for the right case it
varies with an amplitude of about 2.5 °C.

An alternative way to display the results from the
calculations is to study how the temperature varies
with time at different depths. In Figure 5, temp-
erature variations at depths 0-10 m is shown.
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Moraine (dry), a=2e-7 m%s Granite (high quartz content), a=19e-7 m?s
20

N
o

depth=0m
——depth=0 m _—dep

15 15
o [$)
& [
g — / s e % // -
] Pt = g [ )=
! el A
i o} depth=10m Ll depth=10 m

-5 5

o 100 200 300 400 0 100 200 300 400

Time [days]
Figure 5 Calculated ground temperature variations
at depths of 0, 2, 4, 6, 8 and 10 m

Time [days]

In Rosén et al [5] it is stated that temperature
variations in the ground normally decrease
exponentially with depth and that it can be
compared to harmonic oscillations that are
dampened and phase shifted compared to the
temperature variations at the ground surface. This
is a good description of the results in Figure 5 and
thus it seems that the model produces realistic
results.

Influence of introduced assumptions

In this section the influence of some of the
assumptions made will be investigated. All
calculations are based on the model in Figure 1.
Since the influence of the assumptions made may
depend on the situation studied three different
cases, according to Table 4, will be regarded. The
cases were chosen in order to compare some
qualitatively different situations. Considering real
applications the first two cases can be taken to
approximate high/low temperature DH while the
third case corresponds to heat gathering from the
ground for a heat pump.

Case | Insu- Supply Return
nbr | lation | temperature | temperature
27T . (2mr
110-10 40+ 5sin| —
1 Yes Sm(%s) (365)
. (2mr
2 Yes | 70-10sin[ 272) | 20+5sin| 2=
365 365
27T . (2mr
in| === 6sin| —
3 No 2+5s1n(365] (365)

Table 4 Description of studied cases

The studied period is one year and the heat flows
are calculated every 48 hours. The deviation in
calculated results between a case k and a reference
case is estimated as:

NEI}nean refr |Z‘le _ reft‘ ~
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According to (3) o represents the average deviation
between the reference case and case k in percent of
the mean value in the reference case. Thus, as ¢
approaches zero the difference between case k and
the reference case is small.

The calculated net heat flows from the return and
supply pipes for the three cases in Table 4 are
shown in Figure 6.

20 w Xk * Qret,case 1
)( * = qup,case 1
10 % s X*\ * Qret,case 2
: il #| € qup,case 2
D —*- Qret case 3
* K=k % % ’
i Kok ko qup,case 3

fhA R T e o o

PR A e\

1
Y
o

o
-

0 100 200 300
Time, T [days]

Heat flow, Q [W/m]
o

|
N
©

|
W
o

Figure 6 Net heat flows from pipes in three cases

In Figure 6 a net heat flow from a pipe is assigned
a negative value while a net heat flow to a pipe is
positive. For the cases with insulated pipes (cases 1
and 2) there is a net heat flow from the pipes to the
surrounding. The heat losses are larger in case 1
than in case 2 due to the higher temperatures in the
first case. Since the distance between the pipes is
only 0.2 m the temperature fields around the two
pipes coincides. This causes the heat losses to be
smaller compared to if the two pipes are placed at a
large distance from each other. In the case with the
uninsulated pipes, case 3, the net heat flow is
positive for both the return pipe and the supply
pipe. Since the temperature in the supply pipe is
closer to the surrounding ground temperature the
net heat flow to this pipe is lower than to the return

pipe.

Ground block size

In order to reduce the influence of the finite ground
block studied it has to be chosen sufficiently large.
On the other hand a larger ground block will
increase the computational time and thus it should
not be unnecessarily large. In Figure 7 it is shown
how the calculated heat loss in the three cases
changes as the distance b in Figure 1 is varied. For
all cases the calculated heat flows at » = 20 m is
used as reference in (3).
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20 . :
0ret,casc-.'1
= 0sup,case1
—_ 15} * 0ret,casez
o ~
I © 0sup,casez
:. X k= Gret,cases
o 101° c’sup,case3 i
= \
S
q>,\ \
[a] \
5 *
~N
N
s *
~ ~
9 ~ Sk~ TG
e e i L T
6 8 10 12

4 14 16 18 20

Ground size, b [m]

Figure 7 Change in calculated heat flows as a
function of b

The overall tendency of the curves in Figure 7 is
that the derivative of o(b) decreases as b increases.
Le. the incremental gain, considering accuracy,
with increasing the ground size block becomes
smaller for large values of b. Considering the
gentle slope of the curves to the right of Figure 7
the calculated heat flows at b = 20 m must be close
to the value when b is infinity and is therefore
considered as the ‘true’ values. When the results in
Figure 7 are studied it should be remembered that
the distance between the pipes is 2 m in case 3 and
0.2 min cases 1 and 2.

According to Figure 7 the difference between the
cases is large regarding the influence of the ground
block size, b. For instance, the deviation ¢ is below
0.7 % at b > 6 m for cases 1 and 2, while for case 3
b has to be chosen as > 14 m to obtain this. The
large difference in required b value cannot be
explained solely by the difference in internal pipe
distance. First, in cases 1 and 2 the pipes are
insulated, and since the temperature gradient is
steep within the insulation the influence of the
pipes on the surrounding ground temperature is
small. Second, since the temperature difference
between the media in the uninsulated pipes and the
surrounding ground is small, an incorrect ground
temperature will have a large influence (in percent)
on the calculated heat flows. The magnitudes of
the temperature difference is also the reason that o
is greater for the return pipe than for the supply
pipe in cases 1 and 2 and the opposite in case 3.
Particularly in cases 1 and 2 the greater deviation
for the return pipes can also be explained by the
fact that heat flows from the supply pipe to the
return pipe. As the ground block around the pipes

1s increased the influence of the insulated
boundaries decreases, and therefore also the heat
flow between the media decreases.

Finally, considering the great influence the ground
properties has on the ground temperature
distribution, according to Figure 4, the selection of
the distance b must be influenced by the ground
properties. This will be studied later on in this

paper.

Mesh size

The fundamental idea of the finite element method
is to divide the geometry into small elements. In
each element a rather crude estimation of how the
property varies within the element is made. If the
size of the elements is too large this can introduce
errors. For this reason it is of interest to investigate
how the calculation results changes when the
element size is decreased. The default mesh
generated by FEMLAB® consists of 18568
elements in cases 1 and 2 and 6650 elements in
case 3 (due to the less complex geometry). The
refined meshes consist of 74272 and 26600
elements, respectively. Due to lack of data storage
capacity the computer used (having 736 MB
RAM) could not compute cases 1 and 2 using the
refined mesh and therefore only case 3 could be
investigated.

As the mesh was refined in case 3 the deviation, o,
between calculated heat flows using a refined mesh
and the default mesh was 0.091 % for the return
pipe and 0.061 % for the supply pipe. Considering
the influence of other assumptions made and the
increase in computational time when using a
refined mesh the default mesh created in
FEMLAB® is more than adequate. It is assumed
that the general result also holds for cases 1 and 2.

Boundary conditions

Regarding the choice of boundary conditions the
convective boundaries at the ground surface and
inside the media pipes is a natural choice. Figure 8
and 9 demonstrate how the calculated heat flows
are influenced by the values of oOyaterpipe and
Oair/ground- 1 1€ heat flows at ayaterpipe = 4500 W/m’K
and Oairground = 25 W/m’K_ are used as reference
values in (3).
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1.4 :
1.2 7\\ —*= 0ret,case1
’ \ - 0sup,case1
— 1t \ * c’-ret,casez
§. \\ o 0sup,case2
2. 0.8r \ - 0ret,cases
2 \ 0sup,case 3
s 0.6f N
S
[ \‘
O 0.4t SR
OIN;: .
0 £ g
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a [W/m2K]

water/pipe

Figure 8 Change in calculated heat flows as a
function of Owater/pipe

10} o-ret,calse 1
o
sup,case 1
—_ 8f * crret,calse 2
o O
% ] 4 0sup,case 2
© _
- 6 ,Q\‘ - crret,calse 3
c AN
o N o) 3
= N sup,case
©
S
[
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2
aair/ground (W/m*K]

Figure 9 Change in calculated heat flows as a
function of OLirground

If a single pipe in the ground is considered the heat
flow from it can, simplified, be expressed as:

Q = Utot meedia/surr = (4)
ATmed[a /surr
1 1 1 1 1 1
_+ +—+ + +
Avater  pipe pipe ins U asing Ugr omd Vg air | ground

For a well-insulated pipe, 1/U,, is dominating in
the denominator in (4) and therefore a change in
the heat resistance for the other components will
only have a limited influence on the heat flow. For
this reason the influence of Gyaerpipe 15 Negligible in
cases 1 and 2. For a pipe with no insulation the
term corresponding to insulation in (4) is not
present and therefore the influence of Oaterpipe 1S
larger (but still small). AS Owaterpipe AN Ogir/ground 1S
increased it holds that the incremental influence
they have on U, decrease. For this reason the
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derivative of the curves in Figure 8 and Figure 9
decrease when moving to the right.

The value of Gair/ground has @ much greater influence
on the calculated heat flows than oyaerpipe. This is
partly due to the fact that diy/ground, according to (4),
influences U,,,, but apart from this it also indirectly
influences the ground temperature. The closer the
media temperatures are to the ground temperature
the greater the influence of OLivground, 1.€. the ground
temperature, will be on the calculated heat flows.
This trend is apparent when studying the results in
Figure 9.

At large distance (in all directions) from the pipes
the ground temperature distribution is not
influenced by the presence of the pipes. If a cut is
made in the undisturbed ground, the temperature is
exactly the same on both sides of the cut. In other
words, symmetry prevails. Thus, considering that
perfectly insulated boundaries also can be regarded
as symmetry planes the vertical ground boundaries
in Figure 1 should be set as 0 =0. The boundary

condition on the lower ground boundary can be
chosen either as Q =0 or as a constant temperature

(equal to the average temperature at the depth). As
long as the ground block is chosen to be of
sufficient depth, these alternatives will produce the
same result. An advantage with using a perfectly
insulated lower boundary is that it is not necessary
to know the average temperature of the soil. Apart
from this it is also easier, by studying if the
temperature variations at the bottom of the ground
block is relatively constant or not (compare with
Figure 4), to determine if the ground depth is set
sufficiently large when using 0 =0.

Ground properties

Considering the large influence the properties of
the ground has on the ground temperature
distribution, according Figure 4, the calculated heat
flows must also depend on ground material
properties. In Table 5 the calculated heat flows in
cases with ground properties according to Table 2
(reference cases) is compared to calculated heat
flows using the quite extreme ground properties in
Table 3.
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Case Greturn [ %0] Gsupply [ V0]
1, moraine 24.0 11.0
1, granite 13.3 5.7
2, moraine 33.9 10.5
2, granite 19.0 5.4
3, moraine 58.5 57.8
3, granite 155.5 151.3

Table 5 Deviation between calculated heat flows
depending on ground properties

According to the results in Table 5 the ground
properties have a large influence on the calculated
heat flows. As the thermal diffusivity is increased
the temperature variations at a given depth will
increase, Figure 4. Thus the heat flow to/from the
pipes will increase during some periods and
decrease during others. Apart from this the
insulating capacity for granite is lower than for
moraine and this also affects the resulting heat
flows. From Table 5 it can be concluded that the
assumed ground properties for most applications is
of great importance to the calculation results.
Unfortunately the exact ground composition is
often time consuming to investigate.

As the influence of the ground properties is studied
we will return to the previous discussion regarding
the selection of the ground block size. A
temperature source will influence a greater part of
the ground as the thermal diffusivity of the ground
is increased. Considering this it is relevant to study
how the results in Figure 7 are affected if the
reference ground is replaced by granite with a high
fraction of quartz (Table 3), see Figure 10.

257 Gret,case 1
= 0sup,case 1
— 201 * cyret,casez
o .
E. * 0sup,case 2
o _
~ 151 —* 0ret,case 3
S o
2 \ sup,case 3
S \
3 100
o ¥
N
5¥ LN -G
N Sk
x *
o= x—

4 10 12 14 18 20
Ground size, b [m]
Figure 10 Change in calculated heat flows as a
function of b, ground with large thermal diffusivity

Stipulating that the deviation, o, should be below
0.5 % for both the supply and return pipe, the
required distances b according to Figure 7 is 6, 8
and 14 metres in cases 1, 2 and 3, respectively. The
corresponding b values in Figure 10 are 8, 10 and
18 metres. Thus, as the thermal diffusivity of the
ground is increased the ground block should be
chosen larger. However, it should be pointed out
that the assumed thermal diffusivity of the granite
in Figure 10 is very high and considering this a
distance b in Figure 1 of 16-18 metres should be
sufficient for most cases.

Comparison between stationary and
time-dependent models

In this section the time-dependent model is
compared to a stationary model. Heat loss
calculations are performed using the air and media
temperatures in (2) and Table 4. In the stationary
model heat flows are calculated using momentary
values of the temperatures. In the time-dependent
model the heat flows are calculated continuously.
The deviation in calculated heat flows between the
stationary and the time-dependent model, using the
time-dependent model as reference, is shown in
Table 6.

Case

nbr Oreturn [%0] Osupply [Y]
1 8.2 2.3
2 22.5 3.7
3 59.9 93.7

Table 6 Comparison of calculated heat flows using
a time-dependent or a stationary model

From the results in Table 6 it is obvious that a
stationary model can introduce significant errors.
The deviation in percentage is greater the closer to
the ground temperature the media temperature is.
For this reason the deviation in calculated heat
flows between the stationary and the time-
dependent model is very large in case 3 and much
less in case 1. While the assumption of stationary
conditions in some situations, at best, is acceptable,
case 1, it might be catastrophic in other
applications, case 3.

Using measured data as input to
FEM-model

A nice feature in FEMLAB®" is that it is possible to
use measured data as input to the FEM-model and
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thereby simulating real situations. An example of
this can be found in Persson & Wollerstrand [6]
where heat losses from a DH culvert were
calculated using measured media and air
temperatures.

When implemented in FEMLAB®, both the value
of the measured property and the derivative of the
property must be defined. Both values can be
specified using a look-up table and the Matlab
commando ‘‘flinterpl”. When using look-up tables
it is important to choose a sufficiently short sample
time. In our case the “measured” properties varies
as sinus waves with a period of 365 days. In
Figure 11 the calculated heat flows using look-up
tables with different samples times are compared
to the corresponding values when the analytical
expressions in (2) and Table 4 are directly

. . ®
implemented in FEMLAB".
5 T
—*— O
ret,case 1
at S c,sup,case 1
—_ * 0ret,case 2
o A
s, ~ cysup,case 2 T
L PR
2— 3 —*- 0ret,case 3 s
e
g cysup,case 3 ~
© 7
S 27 »
[} e
o s
1 g . ==
k
Ottt

200 400 600 800 1000 1200

Sample time [h]
Figure 11 Comparison of calculated heat flows
using analytical expressions and look-up tables

According to Figure 11, the sensitivity to sample
time is dependent on the situation studied. A
general trend seems to be that when the amplitude
of the variations is large, compared to the mean
value of the property, a short sample time should
be chosen. Considering computational times, see
below, it is advised to use as short sample times as
possible and at least not greater than 1/30 of the
period of the variations of the measured properties.

Computational times

Finally, some comments will be made on the
computational times for the three cases studied
using different models. The computational times
are displayed in Table 7. The computations were
performed on an Intel Pentium 4 2.4 GHz with 736

MB RAM and Windows XP as operating system.
Version 2.3 of FEMLAB® was used.

Type of model Case 1 | Case2 | Case 3
Reference case 2024 2024 750
b=20 2160 2090 801
Refined mesh — — 3615
Stationary model 2171 2163 876

Look-up table,

sample time 12 h 2084 2082 773

Look-up table, 6673 6295 2675

sample time 1200 h

Table 7 Computational times in seconds for
different cases using different models

According to Table 7 the computational time is not
affected by the temperature difference in cases 1
and 2. Neither has the size of the ground block a
significant influence on the computational time.
The less complex geometry of case 3 is
significantly faster to compute than cases 1 and 2.
Considering this, and the certainly small influence
of the pipe and the outer casing, the DH pipes in
Figure 2 could be reduced to only consisting of the
insulation if computational time is crucial. Using
look-up tables with a relatively short sample time
only has a small effect on the computational time
while greater sample times actually increases it.
The authors’ guess is that this is due to the
occasionally rapid changes of the derivative when
stepping through the look-up table.

Using a refined mesh greatly increases the
computational time. The computational time using
a stationary model is actually almost identical to
the time-dependent model. However, since the
time-dependent model always has to calculate for
the whole period studied as well as for an
initialising period the comparison is greatly
dependent on the sample time. The computational
time decreases when using the stationary model if
the sample time is increased.

Conclusions

Factors that influence the choice of ground block
size are: Media temperatures, ground composition
and whether the pipes are insulated or not. For DH
pipes a ground block of 10 x 20 m should be
sufficient, while the corresponding value for cases
with heat gathering for heat pumps from the
ground is 18 x 36 m. The value of the convective
heat transfer coefficient at the ground surface has a
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clear influence on the calculated heat flows. Of the
factors studied in this paper the ground properties
has the greatest influence on the calculated heat
flows. A stationary model may produce results that
differ greatly from those calculated with a time-
dependent model. This is especially the case if the
media temperatures are close to the ground
temperature. When using look-up tables in
FEMLAB® the sample time should be chosen
small considering both accuracy and computational
time.
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DYNAMIC MODELING OF A DOMESTIC HOT WATER SYSTEM
USING SIMULINK®
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Lund Institute of Technology
Department of Heat and Power Engineering
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Abstract

The paper describes a dynamic model of a domestic hot water circulation system. The
components of the system are described in mathematical terms and it is shown how they are
implemented in Simulink”™. The components studied are: pipes, self-acting thermostatic valves,
circulation pumps and heat exchangers. Apart from this, two methods to calculate flow distri-
bution in systems with extraction points are described. The first method is a further development
of an explicit method based on Kirchoff’s law for calculating flow distributions in closed sys-
tems, Persson [1]. The second method is based on the fact that the net pressure drop in a closed
loop is zero (known as the Hardy-Cross method). To reduce computational time both methods
should involve two flow calculation modes, one iterative and one explicit, depending on if flow is
extracted from the system at the current time step or not. Flow calculations are established
primarily in a form adapted for implemention in Simulink®. When numerical problems arise an
equation solver in Matlab”™ can be used since this code, in contrast to the iterative solver within
Simulink®, can be supplied with an initial guess, thus making the solver more stable. Considering
computational time the Matlab® call-back should be converted to an S-function. It is also shown
that the application Real-Time Workshop” greatly speeds up the calculations.

Keywords: Domestic hot water circulation, Simulink, dynamic model, flow calculation

Nomenclature z Valve opening degree [%]
Abbreviations a Convective heat transfer coeff. [W/m?K]
A Area [m?] v Velocity [m/s]
) Specific heat [kJ/kgK]
DHW Domestic hot water Subscripts
o br Branch
e Cogtrol error [°C] c Cold side
F Ratio [-] eq Equivalent
k, Flow capacity [m>/h]/bar®’ i Hot side
k, Maximum flow capacity at Ap =1 bar [m>/h] i Inside
m Mass [kg] in Ingoing property
i Mass flow [kg/s] 0 Outside
N Number of branches [-] out O}ltgoing property
Np Pressure difference [Pa] p Pipe
T Temperature [°C] ret Return
t Time [s] sup Supply i
U Overall heat transfer coeff. [W/mK] surr Surrounding
T Temperature
I{ Volume [m?] transp Transport
|4 Volume flow [m?/s] W Water
X ,rqp  Proportional band [°C] wall ~ Heat exchanger wall
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Introduction

A typical domestic hot water (DHW) system in a
residential building consists of a DHW heater (1),
distribution pipes (2), circulation pipes (3), a
circulation pump (4) and connecting pipes (5),
Figure 1. The water is circulated through a number
of risers situated at different distance from the
heater in the building. As pressure losses increase
with increasing distance from the heater, the water
flow distribution among the branches will be
uneven unless hydraulic balancing has been
employed. If the same temperature level on the
return from all the branches is to be kept, the
circulating flow in the outermost branches must be
higher than the flow in the branches closer to the
heater. This is due to the temperature drop along
the system caused by heat losses. This topic is
treated more extensively in Wollerstrand &
Persson [2].

Riser nbr: 1 2 11 12
/|\f /|':\r_ 1IN 71N
5
[©)) 3
K(Z)\‘
S Y
VDH,:up @ “@ 43?3- ﬁi‘,;*- 55;’:!

Thermostatic valve

L.
_@_T_._Ti
3) \
VDH, ret { V

Figure 1 Principal scheme of a DHW circulation
system

DHWC

VDHW

Description of the components in a
DHW circulation system

The DHW system studied in this paper is shown
in Figure 1: It consists of a heat exchanger, pipes,
thermostatic valves and a pump. In this section
these components are described mathematically
and it is shown how they are implemented in
Simulink®. The mathematical descriptions are
based on previous work by the authors and by
others as well; for a more detailed discussion cf.
Persson [1], Gummérus [3] and Hjorthol [4].

Pipe model

Both when modeling pipes and heat exchangers
the components are divided into a number of
sections. By writing energy balances for each
section the components can be modeled. First the
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water in a pipe section is studied. By formulating
a heat balance for the water in a pipe section and
then differentiating it the following expression is
obtained, Persson [1]:

0 1 :
E(Tw,out) = mwcp,w I:mwcp,w (Tw,in _Tw,out) -
Tw in + Tw out
aw-pAi,p [#_TPJ} (1)

Next an energy balance for the pipe wall can be
formulated, and by differentiating we obtain:

0 Lyin ¥ Lo
E(Tp):m 1, {UW-pAi,p(+_TpJ_
(7, -7..)] 2)

P pp
In (2) heat conduction within the pipe wall is
disregarded and the mean temperature difference
between the medium and the pipe is based on the
arithmetic mean value of the inlet and outlet water
temperatures. By modeling the pipe according to
(1) and (2) it is assumed that the water is being
perfectly stirred. One negative aspect of this
assumption is that water having the inlet
temperature when entering the pipe will have an
immediate influence on the outlet temperature.
This is not physically correct and therefore the
inlet temperature should be delayed. The transport
time for the flow through the pipe can be
calculated as, Persson [1]:

A

p-surr<“o,p

a

%

t =_r
transp V

A3
However, due to the heat exchange between the
flowing water and the pipe wall the temperature
front will propagate somewhat slower than #,4s.
As a measure of the difference in transport
velocity between the temperature front, vz, and the
flow, v, Larsson [5] defines:

“4)

Fis <1 and decreases as the ratio between the pipe
wall thickness and inner diameter increases.
According to (4), the transport time for the
temperature front is obtained by dividing the right
hand side of (3) by F. In Simulink® this can be
implemented as shown in Figure 2.
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Time const=T
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Heat_loss

[Nipipe]

Figure 2 Implementation of transport time for
temperature front in Simulink®

Treating the pipe wall as given by (1) and (2)
results in a significant computational time. Thus,
depending on the type of investigation made it
could be desirable to make a simplification and

be used for introducing some additional inertia to
the system. The physical interpretation of this time
constant is that it represents the thermal inertia of
the pipe wall.

Heat exchanger model

The mathematical formulation of a heat exchanger
and a pipe is quite similar. For the heat exchanger,
equations must be formulated for hot water flow,
cold water flow and for the wall separating them.
By formulating energy balances for these three
parts and differentiating the following equations
are obtained:

disregard the pipe wall. Equations (1) and (2) are i(Tc om) = 1 [mcc . (Tc =T Om) -
thereby replaced by: ot © me,, pele ’
a 1 Tc in + Tc out
-, T /,0U, = ’/hwc w TVV in - TW ou - aCA —_— Twa 6
g ) = P (T = To) [ . " (©)
U[Twin +Twout T J:| (5)
I —— surr 0 1 .
2 E(Th,out) - m[mhcp,h (];z,in —7-}1,014[) -
b,
In Figure 3 is shown how (5) can be implemented T 4T
in Simulink®. In (5) a Logarithmic Mean a, A[M - Twall] (7)
Temperature Difference, LMTD, between the 2
medium and the surroundings can also be used. If
the surrounding temperature, 7, is regarded as 5 | T +T
constant a look-up table can be used for deciding —(T,u) =—{a’hA[M —TwaﬂJ -
LMTD. The wuse of a look-up table is 01 My Covalt 2
advantageous considering computational time. T 4T
c,in c,out
a4 —————-T ®)
c 2 wall

ot Temp. changa~dT -=T4

Taurt ~o
4777 Energy aut < N Sl

/

ﬁ

LMTD

Qout

Figure 3 Implementation of (5) in Simulink®

Since the pipe wall is not considered in Figure 3 a
“Transfer Fcn”-block, as shown in Figure 2, can

Considering the fact that many of the terms in (6)
—(8) are identical, the equations can quite easily be
implemented in Simulink®. If reduced computatio-
nal time is considered essential mainly elementary

Tin L pfro blocks such as “Sum” and “Product” should be
- :” o used. The temperature fronts for the hot and cold
IS SErarar o arfwl j’ water flows within the heat exchanger should be

o Tin Tout delayed, as in the case with the pipe in Figure 2.

When approximating the temperature profile to be
linear, as in (6) — (8), the heat exchanger must be
divided into sufficiently many sections so that the
theoretically correct temperature profile, which is
logarithmic, can be accurately estimated.
However, the computational time increases with
the number of sections and for this reason not too
many sections should be used. For most
applications a suitable choice is to divide the heat
exchanger into 3-5 sections, Persson [1].
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Pump and thermostatic valve models

Thermostatic valves used in DHW circulation
systems are normally self-acting and linear. In
Figure 4 is shown how such a valve can be
modeled. This model will be discussed next.

1

Hysteres
#

T_zet &=TsetT

Tsens.s+1

1
Froportional
band, Xp

Figure 4 Thermostatic valve model

Since the valve is self-acting no actuator is
needed, and as a consequence the main inertia
within the controller is due to the time constant of
the temperature sensor. Hjorthol [4] has shown
that sensors placed directly in flowing water with
an adequate accuracy can be described only by a
single time constant. Due to internal friction in the
valve there is always some degree of
play/hysteresis within the valve. To reduce wear
of the valve some hysteresis can also be
introduced deliberately.

The proportional band, X,,,,,, is a measure of how
large the control error, e=Ty,, — T, must be for the
valve to fully open and is defined as:

©)

The valve opening degree, z, must be within the
limits 0-100 %. Apart from this also some
minimum opening degree > 0% is sometimes
introduced in order to facilitate the control. If an
actuator had governed the valve position also the
movement rate of the valve should be limited
using a “Rate limiter’-block.

X prop = Tozovs = Tozi00%

Once the wvalve position is known the
corresponding k,-value can be decided. In Figure
4 the valve is linear and the current k,-value is
obtained as the valve position times the k,-value
for a fully open valve. If the valve is not linear a
look-up table containing the valve characteristics
can be used. Once the k,-value of the valve is
known the flow can be calculated using (10) (see
below).

Pumps used in DHW circulation systems are
normally run at constant speed. The pump model
used in the DHW circulation model is very simple
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and consists of a 1-D look-up table describing the
pump characteristics. The input to the look-up
table is calculated flow and the output is
differential pressure across the pump. The
interaction with the rest of the model then results
in a new flow and so on. For a variable speed
pump a 2-D look-up table can be used with the
additional input of speed.

Calculation of flows in a DHW
circulation system

In this section two methods of calculating flows in
a DHW circulation system will be described.
From this kind of systems water is frequently
drawn off in the tapping-cocks. The size of the
extracted flows is here regarded as known and is
input to the calculations. Before the methods are
described some general theory will be reviewed.

For fully turbulent flows the relationship between
volume flow and differential pressure across a
component can approximately be expressed as:

V=k Q/bp

Where (for linear valves): k, =k, &

(10)

L.e., the volume flow is proportional to the square
rot of the differential pressure and the
proportionality factor is k,. For valves the k-
value is frequently used to describe the capacity of
the valve at 1 bar pressure drop. It should be noted
that throughout this paper all components are
defined by flow capacity, which should not be
confused with flow resistance. By using (10) the
equivalent k,-value for N components connected
in parallel/series can be calculated as, Persson [1]:

N
kv,eq,parallel = zkv,i (1 1)
i=1

v,eq,series

(12)

Method for calculating flows based on an
analogy to Kirchoff’s law

Schematically the DHW circulation system as in
Figure 1 could be regarded as:

WWW.SCansims.org



SIMS 45

Branch nbr: 1 i N-1 N

APpump

Figure 5 Schematic sketch of a DHW circulation
system

Now study one of the branches (risers) in Figure
5. In detail each branch can be represented in the
following way:

Vbr,i
kv,br,il l
Vorw ;
kv,br,iZ
—T\ Extraction point
Kypria l ; Variable flow resistance
A ><] Flow resistance in pipe
bri — VDHW.i

Figure 6 Details of one branch in Figure 5

The pressure drop across a branch, Apy;, where
flow is extracted in one point can be expressed as:

Dp,, , =Dpy,  + Dy, 1 APy, 5 =

2 . . 2 . . 2
Vbr,i + Vbr,i _VDHW,i:| +|:Vbr,i _VDHW,I‘:| _

L kv,br,il i L kv,br,iZ

kv,br,i3

. -2 . 2 . 2 . 2
Vbr,i I/br,i Ijzi I/br,i |]Zi _ I/br,i
+ + -
L kv,br,ll i L kv,br,iZ kv,br,B kv,br,i,eq

From this we obtain:

2 2 2
1 4 44
kv,br,il kv,br,iZ kv,br,i3

Voo =V :
Where: a, =% (13)
br,i

v,briieq —

Once the equivalent k,-value for each branch,
Ky prieq, 15 known the next step is to calculate the
equivalent k,-value for the whole system. The
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calculations start at the outer-most branch, cf.
region A4 in Figure 7.

N )
Z Vb’,.i Z v,

Vs
s = — A
K| ke || 7T
- B
Ky brN-1,eq X Ky brNeeq X g
/ C
kv,ret,l kv,ret,z
TR
(Vbr i VDHW /) Z (Vhr,j _VDHW,j)
J=N-1 J=N

Figure 7 Calculation regions

The equivalent k,-value for this region can be
calculated according to (13). Note that the
extracted flow in branch N has already been
considered when calculating ky rneq and is not to
be accounted for again in the term corresponding
to the pressure drop in the branch. However, it
should be accounted for in the term corresponding
to the pressure drop in the return pipe. We obtain:

1
kv,eq,A - > > 2
1 + 1 +
kv,sup,N kv,br,N,eq kv,ret,N
N .
(Vbr J - VDHW j)
Where: ¢, = . (14)
2.V
j=N

For region A, cy= ay, but otherwise ¢; # a; if water
is extracted in a branch j>i. Once kyq has been
formulated the equivalent k,-value for region B
according to (11) becomes:

kv,eq,B = kv,br,N—l,eq +kv,eq,A (15)

The next step is to calculate ky . c and since this is
a direct analogy to the formulation of ky¢qa it is
only stated that:
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1
Kyeq.c = 2 2 2
1 + 1 + N
kv,sup,N—l kv,eq,B kv,ret,N—l
N . .
(Vbr,j - VDHW,j)
Where: ¢, = — . (16)
DR
j=N-1

By performing corresponding calculations for the
rest of the system until j=1, the equivalent k.-
value for the whole system, kyssem, can be
calculated. With an overall, known differential
pressure for the system, Apgyem, the total flow is
then obtained from (10).

As the total flow through the system is known, Ap
across the first branch can be calculated. With
known ky-value for the first branch it is possible to
calculate the flow through the branch and
consequently the flow that continues further out in
the system is also known. In this way the flow
calculations propagate through the system until all
flows are known.

It should be noticed that in the special case when
no flow is extracted from the system, both a; and ¢;
become unity. The equations then take the form of
a direct analogy to Kirchoff’s law, and all flows
can be calculated explicitly. But as soon as a flow
is extracted anywhere in the system, the equations
have to be solved iteratively.

Calculating flows
method

using the Hardy-Cross

An alternative method of calculating the flow
distribution in a DHW circulation system is to
simply follow the flow through each branch.
Starting at the beginning of the system and
moving along the supply pipe, through a branch,
back along the return pipe and finally across the
pump the net pressure drop must be zero when
returning to the point of origin. L.e.:

Apsup + Aphr + Apret _Appump =0 (17)

Using k,-values and the notations in Figure 6 and
Figure 7 this can for branch number i be expressed
as:
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By expressing (18) for branches 1 to N as many
equations as unknown branch flows are obtained,
making it possible to calculate iteratively the
flows in each branch. The method is often called
the Hardy-Cross method.

Regarding flow direction

In both methods described above the flow
direction is regarded as known. In theory the
extracted flow could be of such magnitude that the
flow direction in the return pipe is changed.
However, it can be shown that for correctly sized
systems these situations are extremely rare and
they are therefore disregarded in this work.

Comparison of flow models and how to
implement them in Simulink®

The method based on Kirchoff’s law and the
Hardy-Cross method, as described above, from
now on will be called the Kirchoff method and the
Hardy-Cross method, respectively. Next will be
described how to implement the models in
Simulink®. Furthermore advantages and disadvan-
tages with the two methods are discussed.

When water is extracted from the system both the
Kirchoff and the Hardy-Cross method is iterative.
In the case when no water is extracted the flow
distribution can be calculated explicitly. Since the
explicit calculations are much more rapid than the
iterative ones it is important not to use an iterative
method if not necessary. In Figure 8 is shown how
an “Enable”-block can be used in Simulink”™ to
switch between the iterative and explicit
calculations. By checking if water is extracted or
not and only using the iterative solver when
needed the computational time can be reduced
significantly.

WWW.SCansims.org



SIMS 45

Ki_valwes D.00z
1
m_dhu A
- n
[z L
Indata  m_br—
(3 >
dp_pump Flow caleulation
when extraction -L_.“\_
m_br i
L]t _valwes —
m_tet Swiitch
dp dp_end

Flow calculation
when no extraction

Figure 8 Method to switch between iterative and
explicit flow calculation

If a system only consist of none-variable flow
resistances it should be sufficient to calculate the
flow distribution only once when a flow extraction
starts or stops. This will reduce the computational
time even further. The system modeled in this
paper contains variable flow resistances (i.e. the
thermostatic valves in Figure 1) that change often.
For this reason there is little to be gained from
only calculating the new flow distribution when
there is a change in the system.

In Figure 8 the Kirchoff method is used when no
water is extracted and otherwise the Hardy-Cross
method is used. The Hardy-Cross method is not
directly implemented in Simulink® and is instead
formulated as a Matlab® function. Using the
command “fsolve” in Matlab” the equation system
according to (18) can be solved. An advantage
with using “fsolve” is that it is possible to supply
the iterative solver with an initial guess. An
appropriate choice of initial guess each time there
is a change in the system improves stability and
decreases computational time. Here, the initial
guess for the branch flows is chosen as the flow
distribution when no water is extracted (supplied
by the Kirchoff method, Figure &) plus the
extracted flow in each branch. It should be noticed
that it would also be possible to implement the
Hardy-Cross method directly in Simulink®.

When  using the  Hardy-Cross  method
implemented as a Matlab® function, the computa-
tional time can be decreased further by using the
Matlab® Compiler command “mcc” and convert
the Matlab® function to an S-function. This in
addition makes it possible to use the Real-Time
Workshop®, RTW, accelerator (which don’t
accept Matlab® functions). RTW normally greatly
speeds up a Simulink® model, but due to the S-
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function the speed gain in this case is not as big
when flow is extracted.

Despite the merits of the described methods to
increase the simulation speed the fact remains that
the Hardy-Cross method, when implemented as
described, involves time-consuming calculations.
The reason is the well-known fact that calling
external functions in Simulink® considerably
slows down the model. For this reason one should
as far as possible use elementary blocks and not
use Matlab® functions.

If instead the Kirchoff method is used also when
flow is extracted from the system this could quite
easily be implemented in Simulink®. Since the
calculations are iterative, a so-called algebraic
loop is obtained. RTW does not support algebraic
loops and therefore the model cannot be
accelerated. Still, since the flow calculation is
performed within ~ Simulink® no  external
application has to be called and the computational
speed greatly exceeds the S-function calculations.
From this vantage point the Kirchoff method
appears very attractive, but it has one draw back:
In Simulink” it is not possible to provide the
iterative solver for the algebraic loop with an
appropriate initial guess when there is a change in
the system. If this would have been possible, the
computational time could probably be decreased
further, but above all such a feature could be
expected to improve the stability of the solver.
The latter fact would be desirable since, when
solving the algebraic loop, some stability
problems have in fact been observed. Since there
is an increased risk of numerical problems the
Kirchoff method, when implemented directly in
Simulink®, should be used with some caution.

Computational time

In this part the computational times for some
different types of models are investigated for two
different situations. The purpose of the model is to
calculate the flow distribution for the DHW
circulation system in Figure 1. The system
consists of 12 branches and 12 potential extraction
points. The two situations studied is one case
when no water is extracted from the system (no
iterative calculations needed) and one case when
water is extracted (iterative calculations needed).
The period studied is 24 hours long and, in the
case with extractions, flow is extracted during
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45 % of the time. The flows are calculated using
the models described in Table 1. Models 2 and 3
contain an algebraic loop and can therefore not be
accelerated with Real-Time Workshop®. For
models with both explicit and iterative solvers the
latter is called only during extractions. The
computational times for the two cases and the five
different types of models are shown in Table 2.
The computations were performed on an Intel
Pentium 4 2.4 GHz with 736 MB RAM and
Windows XP as operating system. Version 5.0 of
Simulink® was used.

Model

nbr Description

Kirchoff method (explicit), implemented in

b | Simulink®, RTW

Kirchoff method (iterative), implemented
2 C ae e ®

in Simulink
3 Kirchoff method (explicit and iterative),

implemented in Simulink®

Hardy-Cross method (iterative) and
4 | Kirchoff method (explicit), implemented as
a S-function, RTW

Hardy-Cross method (iterative), implemen-
5 ted as an S-function, and Kirchoff method
(explicit), implemented in Simulink®, RTW

Table 1 Description of models for calculating flow

distribution
Model type 1 2 3 4 5
Comp. timeno | ¢ | ¢or | 55| 25 | 1.0
extractions [s]
Comp. time with | - 15,441 1345|7279 | 7208
extractions [s]

Table 2 Computational times for different cases

According to Table 2 the iterative models are
time-consuming compared to the explicit models,
compare 2 to 1 with no extractions. Also, it is
more efficient to calculate flows within Simulink®
than to call an S-function, compare 4 and 5 to 2
and 3 for the extraction case. It can further be
noticed that the RTW accelerator may speed up a
model greatly when it is possible to use this
facility, compare 1 and 5 to 3 with no extractions.

Conclusions

In this paper it has been shown how the
components of a DHW circulation system can be
described in mathematical terms and implemented
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in Simulink®. When implementing the models
elementary blocks should be used as far as
possible. Also look-up-tables should be adopted
instead of time consuming calculations within
Simulink®. Two methods of calculating flow
distribution in a system with extraction points are
described. When implementing these methods,
calculations should primarily be performed within
Simulink® since this reduces the computational
time. If numerical problems arise, an equation
solver facility of Matlab” can be used since this
enables the user to provide the solver with an
initial guess. The equation solver should be called
using an S-function. If possible, the RTW-
accelerator should be used since it may greatly
speed up calculations.
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ABSTRACT

The heat released from HVAC systems and/or industrial process should be rejected to the
atmosphere. In the past, cooling water was supplied from tap water or river, and rejected to the
sewerage or the river again. Recently, conventional methods cannot satisfy either economic
criteria or environmental regulation because the cost of supply and discharge of cooling water is
increasing tremendously, and the thermal pollution is regulated severely as well.

Cooling tower enhances its application due to the low power consumption and, especially, low
water consumption down to 5% of the direct water- cooling system. Heat rejection is
accomplished within the tower by heat and mass transfer between hot water droplets and ambient
air.

Counter-flow type cooling tower dominates the Korean market, and is widely used in the
petrochemical industry, iron industry, and HVAC plant. However, the design of a cooling tower
depends on the existing data and/or the procedure is lack of consistency. Design and off-design
performance analysis has not been completed yet, which is one of the key parameters in the
cooling tower performance evaluation. In this study, existing theories on cooling tower design
were reviewed and summarized.

A program which computerizes the design procedure has been completed to keep consistency in
the design. The off-design performance analysis program has been developed to analyze easily the
performance characteristics of a counter-flow type cooling tower with various operating conditions.
Through the experiments on various operating conditions, the off-design program has been
verified. Finally, the operation characteristics with various operating conditions were evaluated by
using this program.
